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Vapor Phase Lubrication for
Expendable Gas Turbine Engines
Vapor phase lubrication (VPL) is an emerging technology that is currently targeted for
application in limited life, expendable engines. It has the potential to cut 90 percent of the
cost and weight of the lubrication system, when compared to a conventional liquid lubri-
cated system. VPL, is effective at much higher temperatures than conventional liquid
lubrication (600°C versus 200°C), so considerably less cooling for the bearing is re-
quired, to the extent that the bearing materials often dictate the maximum upper tempera-
ture for its use. The hot no. 8 bearing and the cold no. 1 bearing of the T63 engine were
used to evaluate the applicability of this technology to the expendable engine environ-
ment. The no. 8 bearing was a custom made hybrid with T15 steel races, silicon nitride
balls, and a carbon–carbon composite cage; it was run for 10.7 h at a race temperature
of 450°C at full power, without incident. Prior to engine tests, a bearing rig test of the no.
8 bearing demonstrated an 18.6 h life at a race temperature of 500°C at engine full power
speed of 50,000 rpm. Cold bearing performance was tested with the standard no. 1
bearing, which consisted of 52100 steel races and balls, and a bronze cage; it was run for
7.5 h at a race temperature of 34°C at flight idle power, without incident. A self-contained
lubricant misting system, running off compressor bleed air, provided lubricant at flow
rates of 7–25 ml/h, depending on engine operating conditions. These tests have demon-
strated for the first time that a single self-contained VPL system can provide adequate
lubrication to both the hot and cold bearings for the required life of an expendable cruise
missile engine.@S0742-4795~00!01302-2#

Introduction
The goal of operating gas turbines without a conventional liq-

uid lubrication system has been a goal for nearly fifty years@1#.
Benefits associated with eliminating the liquid lubrication system
include a fifteen-percent reduction in engine cost and weight when
using an existing expendable class engine for the comparison
baseline. Engine performance benefits are also possible if the
bearings can operate with reduced cooling. Most of the early work
to eliminate the liquid lubrication system in gas turbines focused
on rolling element bearings lubricated with powders and solid
lubricant coatings@1–4#. All of these efforts met with limited
success and were never tried in a full-up engine. In the 1970s,
air-foil bearings became an emerging technology, and have since
been successfully transitioned to production auxiliary power units
@5,6#. However, the success of foil bearings has not scaled to
larger engines, although recent efforts are showing promise. Re-
alizing the difficulties in powder and solid lubrication for rolling
element bearings, and the load carrying limits of foil bearings, a
concentrated effort was begun during the early 1990s to develop
vapor phase lubrication for use in expendable class engines
@7–10#. Vapor lubricants chemically react with the bearing steel to
form films composed of organic constituents and polyphosphates.
Specific advantages over passive solid lubricants are the relatively
fast replenishment process, and the increased thickness~0.10mm!
of the lubricating film. By 1996, this technology had matured to
the point where it was successfully demonstrated in the no. 8
bearing position of the T63-A-700 engine at idle condition@11#.
To the knowledge of the authors, this was the first test without
liquid lubrication in a gas turbine of this size.

The objective of the research described in this paper was to

extend the prior testing of Van Treuren to include the no. 1 and
no. 8 bearings, demonstrating a full-range of temperatures from
cold to very hot. As shown in Fig. 1, the no. 1 bearing supports
the compressor at the inlet, and the no. 8 bearing supports the first
stage~gas producer! turbine. Also, as shown in Fig. 1, the T63 has
an unusual design where the hot combustion gas blows directly on
a heat shield buffering the no. 8 sump. Consequently, the no. 8
bearing runs very hot, providing a reasonable simulation of ther-
mal conditions expected for a much more advanced engine cycle.
Additionally, it is easy to isolate the no. 1 and no. 8 bearings from
the rest of the lubrication system, and thus, the T63 engine itself
can be used as a slave system to test the bearings in a realistic
engine environment. Unlike the earlier engine test, which used
shop air to deliver the vapor lubricant, the air in these tests was
supplied from the engine. Aside from an initial startup period
where a minimal amount of external support was provided, the
system was totally self-sustained. The air used in these tests was
taken from the compressor discharge to better simulate pressures
and temperatures expected in earlier stages of a compressor from
a more advanced engine. Higher temperature bearing materials
were also used in this evaluation to extend beyond the idle con-
dition reached in the previous paper to achieve the engine normal
rated power~NRP! condition. The no. 1 bearing test described in
this paper was performed at the Aeronautics Laboratory, U.S. Air
Force Academy, and the no. 8 bearing tests were performed at the
Propulsion Directorate, Air Force Research Laboratory, Wright-
Patterson AFB.

High Speed Bearing Rig Test of Hot No. 8 Bearing
Prior to engine testing, single bearing rig tests of the no. 8

bearing were performed to establish safe operating limits, and to
confirm that sufficient lubricant would be delivered by the mister
at all engine compressor discharge conditions, thereby reducing
risk to the engine. This was considered necessary because the
engine is designed to operate with standard liquid lubrication at
outer race temperatures below 204°C, and no. 8 bearing tempera-
tures with VPL were expected to be in excess of 500°C.

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Indianapolis, IN, June
7–10, 1999; ASME Paper 99-GT-28. Manuscript received by IGTI March 9, 1999;
final revision received by the ASME Headquarters January 3, 2000. Associate Tech-
nical Editor: D. Wisler.
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Hybrid no. 8 engine bearings were custom made for these tests.
They consisted of a 20 mm bore split inner race, a 42 mm diam-
eter outer race, a one-piece cage, and nine 7.144 mm~9/32 in.!
diameter balls. The race material was T15 steel, the balls were
NBD 200 silicon nitride, and the cage was carbon-carbon~C–C!
composite. The cages were fabricated from a two-dimensional
weave tube stock, developed in conjunction with BF Goodrich.
The weave was optimized for circumferential and radial cage
strength. After machining, the cages were redensified, and the
surfaces treated with a proprietary antioxidant. The computed
angles, loads, and stresses at the rolling element contact are shown
in Table 1.

The lubricant used was a blend of tertiary-butyl phenyl phos-
phate ~TBPP! isomers, commercially known as FMC Corpora-
tion’s Durad 620B. It was misted using an engine rated venturi-
type oil mist generator from a Williams International model
WR24-6 target drone engine. The mister dry weight was 573 g,
with a reservoir capacity of 190 ml. The lubricant was heated to
above 55°C to reduce its viscosity for better misting. This was
accomplished in the test rig by using electrically heated shop air at
the mister inlet. Shop air conditions were set to match nominal
engine compressor discharge air conditions that would be at the
mister inlet in the operating engine. The mister was instrumented
to measure inlet air pressure (Pai) and temperature (Tai), and
reservoir liquid temperature (Tliq). The inlet air mass flow was
measured to within60.1 g/s, and the liquid flow rate was cali-
brated to within62 ml/h. Mister operating conditions are shown
in Table 2.

The T63 no. 8 bearing, its support, and the vapor mist system
were installed in the high-speed bearing rig~Fig. 2!. The rig is an
air turbine driven test stand designed to test full-scale bearings at

speeds up to 55,000 rpm. The T63 support for the no. 8 bearing
was mounted to the front of the rig. The sump cap was modified
so that the normal engine thrust load of 267 N could be applied to
the bearing outer race via a wave spring washer made of A-286
alloy steel. A plate mounted to the front of the support directed 23
g/s of air at 0.8 bar gauge, from an electric heater to the top of the
sump cap to heat the bearing compartment.

The misted lubricant used the existing flow path for liquid lu-
bricant ~Fig. 2!. The mist entered through the oil inlet strut and
passed through a nozzle directed at the bearing. It then passed
through the hot bearing, which vaporized the lubricant and initi-
ated the chemical reaction with the bearing surface to form the
lubricating film. After it passed through the bearing, the vapor
mixed with the labyrinth seal buffer air. The combined flows en-
tered the bearing sump, and then exited through the oil scavenge
strut. The residual vapor was vented out of the room through an
exhaust hood. Two components in the standard flow path were
modified. First, the nozzle inside diameter was enlarged from 1.27
to 3.15 mm to accommodate the air mass flow rate and to reduce
the risk of clogging. Second, the bearing retainer plate was modi-
fied so that it completely sealed the top side of the sump to create
a pressure differential to draw the vapor through the bearing.

Instrumentation included sheathed thermocouples on the bear-
ing outer race (Trace), vapor inlet (Tvi), vapor outlet (Tvo), nozzle
inlet (Tnoz), dry sump outlet (Tsump), and air heater outlet (Tair).
Shaft speed was measured with a proximity pickup on the air
turbine hub. The bearing thrust load of 267 N was computed from
the wave spring stiffness and applied compression of the spring at
room temperature. At NRP operating temperatures, the combined

Fig. 1 Allison T63 turboshaft engine †12‡

Table 1 Computed contact parameters for hybrid T63 #8 Bear-
ing „267 N applied thrust load …

Table 2 Mister operating conditions in rig tests „simulated T63
engine conditions …
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effects of reduced spring stiffness and increased spring compres-
sion due to expansion of the load ring~Fig. 2! resulted in a net 15
percent increase in computed thrust load.

Prior to testing, a new bearing was cleaned and coated with
approximately 2 ml of liquid Durad, installed in the support strut
and thrust loaded to 267 N. In the rig, it was not possible to
duplicate the rapid heating experienced in the engine during
startup. Instead, the bearing was preheated with the air heater for
approximately one hour until a steady state temperature of 370°C
was obtained at the bearing outer race. During the preheat cycle,
the lubricant mist was run through the bearing while slowly rotat-
ing it, to avoid oxidation of the T15 steel races. With mister flow
at engine ground idle~GI! conditions, the test was initiated with a
slow ~10–15 min! ramp up to 35,000 rpm, which was just above
the engine GI speed. The bearing temperature was then allowed to
stabilize. Mister flow was then increased to engine normal rated
power ~NRP! conditions, and the bearing temperature was again
allowed to stabilize. From there, speed was increased to engine
NRP speed of 50,000 rpm and the bearing temperature was again
allowed to stabilize. Finally, the heater temperature was increased
to maximum~690°C to match engine intra-turbine temperature at
NRP!, resulting in stable bearing temperatures of 490°C–510°C.
Testing proceeded at this condition for approximately six hours,
or until signs of bearing distress were observed. Bearing speed
was controlled to within61000 rpm.

Results of the no. 8 bearing rig test are shown in Fig. 3. The
bearing was run over a period of four days, including four start/
stop cycles, for a total of 18.6 h. The majority of the run time~16
h! was spent at engine NRP conditions. The outer race tempera-
ture remained steady at 490°C–510°C throughout the first three
days of testing, and only began to fluctuate on the final day, just
prior to test suspension. The test was terminated after a sharp
bearing temperature rise to 680°C, indicating bearing distress.

Despite the sharp temperature rise, the bearing was in relatively
good condition after the test. The C–C cage had little wear and a
highly polished condition on the sliding surfaces. The silicon ni-
tride balls had what appeared to be regions of material transfer
from the lubricant and/or race. Similarly, the bearing races had
what appeared to be carbonaceous deposits. Surface analyses are
underway to further define these deposits. The increase in bearing

temperature is attributed to these deposits, which are thought to
have increased the friction at the ball/race contact.

In the previous work@11#, which used standard bearing mate-
rials ~i.e., M50 steel races/balls and silver-plated 4340 steel cage!,
it was deemed that the maximum race temperature for safe opera-
tion was 379°C. One of the primary reasons for this was excessive
wear on the land surfaces of the silver-plated 4340 steel cage. This
problem was significantly reduced in this test by use of the in-
house developed C–C cage.

From this test, it was concluded that the vapor phase lubricated
bearing could safely be operated in the engine for at least 10 h at
490°C–510°C outer race temperature, at full engine speed~50,000
rpm!, with the mister operating from compressor discharge air.

T63 Engine Tests of Hot No. 8 Bearing
For the high temperature engine tests, the no. 8 bearing was

lubricated with Durad 620B mist while the remainder of the en-
gine operated with standard liquid lubrication~MIL-L-7808!. The
liquid lubrication system was replumbed to bypass the no. 8 bear-
ing. The misting system hardware, flow rates, and flow path for
the no. 8 bearing were identical to the HS rig tests. Operating air
for the mister was now bled from the engine compressor dis-
charge, rather than heated shop air, so mister flow rates varied
directly with engine speed. The residual mist was routed from the
no. 8 scavenge outlet to the compressor inlet gas path to be burned
in the combustor. Instrumentation locations are shown in Fig. 4.
The mister was instrumented to monitor inlet air pressure (Pai),
temperature (Tai), and reservoir liquid temperature (Tliq).
Sheathed thermocouples were added to the engine on the vapor
inlet (Tvi), vapor outlet (Tvo), nozzle inlet (Tnoz), dry sump outlet
(Tsump), sump outer wall (Twall), and buffer air (Tair). Three bear-
ing outer race thermocouples were oriented circumferentially 90
deg apart at 3, 6, and 9 o’clock positions~Trace3, Trace6, Trace9!
such that the 6 o’clock position was in line with the static rotor
load due to gravity.

One new hybrid no. 8 engine bearing was tested. It was cleaned
and coated with 2 ml of liquid Durad 620 B before installation in
the engine. Prior to engine startup, the bearing was premisted for
ten minutes using heated shop air; this served to prelubricate the
bearing and heat the lubricant so it would mist at engine startup.
Engine startup from 0 to 32,000 rpm~GI! was accomplished in
one minute. At this condition, the bearing temperature was moni-
tored until a steady-state condition was reached. Engine power
was then slowly increased to 75 percent NRP and then to NRP.
The bearing temperature was monitored and the engine power
maintained for a specified amount of time and then a normal shut-
down performed.

Results are shown in Fig. 5. The bearing was run over a period
of two days, including two start/stop cycles, for a total of 10.7 h.
The majority of the run time~8 h! was spent at NRP conditions.

Fig. 2 High speed bearing rig test setup, side view

Fig. 3 High speed bearing rig no. 8 bearing test results
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The bearing was still operating well at the completion of the runs.
In Fig. 5, the temperatures of the vapor and buffer air in the
vicinity of the bearing are plotted along with race temperature,
speed, and mister operating parameters. The three bearing tem-
peratures generally agreed within63°C, so onlyTrace6 is plotted
for clarity.

Some system characteristics should be noted. First, consider
mister operation. As power was increased, compressor discharge
pressure increased (Pai), thus increasing the air and lubricant
flows through the mister and into the bearing sump. Higher power
settings also gave higher compressor discharge temperatures and
higherTai . Note however, thatTai was 50°C–130°C cooler than
the compressor discharge temperature, due to convective cooling
of the tube between the compressor discharge and mister inlet.
This tube cooling was even higher at power settings above GI

because a facility cooling fan was turned on, as noted. A decrease
in compressor discharge temperature is again seen at 8:22, when
outside doors to the test cell were opened, thus lowering the com-
pressor inlet temperature. Finally, as the air passed through the
mister, its temperature dropped as it heated the liquid lubricant, so
that the exiting mist~vapor! was in equilibrium with the liquid
(Tvi5Tliq). In the engine, the mist~vapor! was heated fromTvi to
Tnoz as it passed through the inlet strut. The temperature then
increased fromTnoz to Tsump as it absorbed heat from the bearing
and the sump cap and walls. Finally, note that the engine buffer
air was heated fromTwall to Tair as it passed from its entry point at
the side of the sump to the center of the combustor heat shield.

When at GI at the start of both run days,Trace6was hottest, then
Tsump, Tair , andTwall . This was because vapor flow rate was low
and the bearing self-generating heat rate was higher than the vapor
convective cooling rate. When power was increased to 75 percent
NRP and NRP,Tair and Tsump were equal and the hottest, and
Trace6settled between them andTwall . This was because the vapor
flow rate had increased to the point where vapor convective cool-
ing was greater than or equal to bearing self-generating heat.

There were four instances whereTrace6 digressed from the
above. First, at 2:20–2:21, power was increased from NRP to
take-off ~TO!, causingTrace6to reach 540°C, which was the maxi-
mum allowable limit for the race material, so power was de-
creased to NRP. Second, at 5:08–5:11, power was increased di-
rectly from GI to NRP, again causingTrace6 to reach 540°C, so
power was decreased to 75 percent NRP. In this case, the rapid
increase in speed and heat without a preceding increase in lubri-
cant flow may have caused borderline lubrication starvation.
Third, at 5:35–6:35, when power was increased from 75 percent
NRP to NRP,Trace6was higher thanTsumpandTair , indicating that
the bearing self-generating heat was greater than the vapor con-
vective cooling. This may have been a residual effect from the
5:08–5:11 event. Fourth, at 8:22,Trace6 increased by 20°C when
the doors were opened. This is believed to be due to a sudden
increase in thrust load, as indicated by increased engine power
output, which was due to the higher density of the cooler com-
pressor inlet air.

In Table 3, characteristics of the VPL system are compared to
the liquid lubrication system, using data from a previous oil test
with this engine. The cooling provided by the lubricant passing
through the no. 8 sump was calculated as:

Q5mCp~Tsump2Tnoz!

For the vapor,Cp was for air and the air mass flow~1.0 g/s! was
obtained from the mister calibration at NRP. The energy absorp-
tion due to vaporization of the Durad was several orders of mag-
nitude less than that due to the airflow, and therefore was consid-
ered negligible. For the liquid,Cp was for turbine engine oil
~MIL-L-7808J!, and the oil mass flow~18.9 g/s! was obtained
from the no. 8 nozzle specification. Since the VPL bearings could
run at much higher temperatures, large flow rates of lubricant
were not required for cooling; less than one-fifth of the cooling
capacity was required, and the air carrier provided this for the
vapor lubricant. The lubricant flow rate required for adequate lu-

Fig. 4 T63 no. 8 bearing housing instrumentation

Fig. 5 T63 engine no. 8 bearing test results

Table 3 Comparison of lubrication systems in T63 engine
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brication was only 0.03 percent of the liquid system rate, which is
on the order of what the engine normally consumes due to seal
leakage, etc. Therefore, a single-pass VPL system was used,
which eliminated the majority of the recirculating liquid system
components with their associated weight and complexity. If VPL
were to replace liquid lubrication in this example, the result is a
19.2 kg~96 percent! reduction in total lubrication system weight.
Additionally, the oil mister is driven by compressor bleed air
~0.07 percent engine flow!, so a power takeoff shaft and accessory
gearbox are no longer required.

T63 Engine Test of Cold No. 1 Bearing
If a single lubrication approach is to be used for all bearings in

a gas turbine engine, it must perform in both the hot aft section
and the cooler forward section. The objective of the cold no. 1
bearing test was to demonstrate that Durad mist would provide
adequate lubrication in the cooler forward position. The bearing
temperatures in these tests were well below the vapor point of
Durad, so the lubrication mechanism was that of conventional oil
mist lubrication with full EHD film at the contacts, rather than the
chemical reaction mechanism of the high temperature tests.

Baseline tests were run with the standard recirculating oil sys-
tem, and then Durad mist tests were run for comparison. The
bearings used in these tests were standard no. 1 engine bearings
with a 10 mm bore, 52100 steel races and balls, and a bronze
cage. They were installed in the no. 1 bearing housing shown in
Fig. 6. The bearing was instrumented with sixK-type thermo-
couples~Fig. 7!. Three thermocouples were in contact with the

bearing outer race at the 2, 6, and 10 o’clock positions as viewed
from the front of the engine~nos. 1, 2, and 3!. One thermocouple
was placed aft of the bearing to read the temperature of the exiting
Durad mist~no. 4!, but during testing it was found to be unreli-
able. A thermocouple was also placed on the bullet nose of the
bearing hub to record the surrounding temperature~no. 5!. These
five thermocouples were positioned in the bearing compartment
through small holes drilled in the bullet nose of the hub. The sixth
thermocouple was positioned inside the Durad mist delivery tube,
just prior to the hub.

During the baseline oil tests, oil temperatures were measured at
the oil inlet and outlet struts~Fig. 7!. Results for the three oper-
ating conditions tested are shown in Table 4. Note that at all
operating conditions, the oil outlet temperature was consistently
cooler than the oil inlet temperature by 6.9°C60.8°C. This oc-
curred even though the bearing was consistently hotter than the
oil, due to self-generated heat. This indicates that the majority of
the oil heat transfer was from the oil to the surroundings through
the oil inlet and outlet struts, rather than from the bearing to the
oil.

After the baseline oil tests were accomplished, the no. 1 bearing
was isolated from the engine oil system by coupling the no. 1 oil
inlet line to the outlet line, which completed the recirculating oil
circuit. The Durad 620B lubricant was misted with an Alemite
Model 4955 oil mist generator. The Durad was electrically pre-
heated to 93°C in the reservoir to reduce its viscosity and allow
better misting. The mister was supplied by 0.63 g/s of compressor
bleed air at 1.02 bar gauge and was set to deliver 13 ml of lubri-
cant per hour. The outlet line from the mister was routed in front
of the engine inlet and connected to the threaded stud in the bullet
housing. A front tap drilled in this threaded stud provided a path
for the Durad mist to the bearing~Fig. 6!. The carbon oil seal
from the aft end of the bearing compartment was removed so that
unused mist from the bearing would enter the compressor and go
through the combustor. The engine was run at ground idle~GI!
and flight idle ~FI! operating conditions for the Durad mist test,
and was not run at NRP because of a problem with the data
acquisition control systems.

Fig. 6 Side view of no. 1 bearing housing †12‡

Fig. 7 T63 no. 1 bearing housing instrumentation Fig. 8 T63 no. 1 bearing, Durad mist test results

Table 4 No. 1 bearing oil baseline test temperatures
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The initial Durad mist lubrication test of the no. 1 bearing
lasted approximately 40 min. After 16 min into the test, the bear-
ing temperature reached equilibrium at the GI condition. At 19
min into the test the engine went to the FI condition, and the
bearing temperature stabilized after 27 min elapsed time. Subse-
quently, 7.5 h of total elapsed time was put on the engine with 12
start cycles.

Figure 8 shows the average bearing temperature, the tempera-
ture of the Durad mist coming into the bearing, and the tempera-
ture of the surrounding hub. The average bearing temperature was
similar to both the mist inlet temperature and the surrounding
temperature, indicating very little bearing self-heat generation.
Figure 9 shows that the bearing temperature of the mist lubricated
bearing was lower than the liquid lubricated bearing, at the same
engine conditions. At stable GI operation, the misted bearing
was 23°C cooler, while at stable FI operation, the misted bearing
was 28°C cooler. This indicates that most of the heat generation in
the liquid lubricated bearing was due to churning of the oil. The
mist system provided only enough Durad for lubrication, thus
eliminating energy losses due to oil churning in the cold bearing
compartment.

A comparison of the oil baseline test and the Durad mist lubri-
cation test shows little difference in key engine operating param-
eters~Table 5!. Minor differences can be justified by the differ-
ence in ambient air temperature on the two test days. The engine
operated at approximately the same performance levels, showing
that Durad mist operated as a satisfactory replacement for liquid
lubrication in the cold no. 1 bearing.

Conclusions
In conclusion, a revolutionary concept in rotor support has been

demonstrated in an operational gas turbine engine. The system
includes the advantages of high load carrying capacity inherent to
rolling element bearings, without the weight and cost penalties of
a recirculating liquid lubrication system. Although bearing life
may be limited to less than 20 h, the approach is applicable to
limited life expendable cruise missile engines.

This is the first time that VPL has been accomplished in an
actual engine at full power and at steady-state bearing tempera-
tures of 430°C–460°C with sufficient life for an expendable cruise
missile engine~10 h!. This is also the first time it has been ac-
complished with a completely self-contained oil misting system
running off of engine compressor bleed air. Additionally, the use
of Durad 620B mist to lubricate an engine bearing at temperatures
of 10°C–40°C has demonstrated the suitability of this approach
for low temperature, as well as high temperature regimes. Finally,
this is the first engine to operate with a bearing containing a C–C
composite cage. The C–C cage resolved the sliding wear prob-
lems encountered with the silver-plated 4340 steel cage in previ-
ous VPL tests@11#.

Future Work
Future VPL work will include studies of the fundamental

mechanisms, with the goal of extending bearing life to hundreds
of hours for application in limited life vehicles such as uninhab-
ited air vehicles. Material analyses of the bearings from these tests
are in progress for this purpose.

Nomenclature

Cp 5 specific heat~J/g-°C!
FI 5 flight idle power
GI 5 ground idle power
m 5 fluid mass flow~g/s!

NRP 5 normal rated power~maximum continuous power!
Pai 5 mister air inlet pressure~bar gauge!
Q 5 heating rate~W!

TO 5 take-off power5maximum engine power~5 min
limit !

Tai 5 mister air inlet temperature~°C!
Tair 5 buffer air temperature forward of sump cap~°C!
Tliq 5 mister reservoir liquid temperature~°C!
Tnoz 5 vapor temperature at nozzle inlet~°C!
Trace 5 bearing outer race temperature~°C!

Tsump 5 vapor temperature at dry sump outlet~°C!
Tt5 5 intra-turbine temperature~°C!
Tvi 5 vapor inlet temperature~°C!
Tvo 5 vapor outlet temperature~°C!

Twall 5 sump outer wall temperature~°C!
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Pioneering Turbojet
Developments of Dr. Hans
Von Ohain—From the HeS 1
to the HeS 011
On March 13, 1998, Dr. Hans Joachim Pabst von Ohain, co-inventor of the turbojet,
passed away at the age of 86. As a young doctoral student, von Ohain conceived of and
built a demonstrator turbojet engine. He was hired by the Heinkel Aircraft Company in
1936 and under intense time pressure imposed by Ernst Heinkel, designed the world’s
first flight turbojet engine. This paper traces the technical antecedents leading to historic
jet-powered flight made on August 27, 1939 by a Heinkel He 178 aircraft powered by von
Ohain’s HeS 3B turbojet. During his tenure at Heinkel and thereafter at the Heinkel-Hirth
Company, he was responsible for a series of turbojet engines culminating in the advanced
second generation HeS 011 with a thrust of 2860 lbs. This paper is a tribute to an
outstanding scientist who made possible the turbojet revolution and who will forever be
remembered as the inventor of the world’s first flight turbojet.@S0742-4795~00!02102-5#

1 Introduction
Early morning on August 27, 1939, five days before the out-

break of the Second World War, a small group of people as-
sembled at the Heinkel airfield at Marienehe close to Rostock to
witness the first flight of a He 178 turbojet powered aircraft flown
by test pilot Erich Warsitz. Among those present were Ernst
Heinkel, von Ohain the young and brilliant designer of the turbo-
jet, Max Hahn and Wilhelm Gundermann who worked on the
small team that developed the world’s first flight engine, the HeS
3B. The flight, which lasted approximately 6 minutes, changed the
course of aircraft and propulsion history. An account of Dr. von
Ohain’s work is presented with technical details of his turbojet
designs culminating in the HeS 011 which was considered the
most advanced jet engine design at the end of the Second World
War.

1.1 Antecedents. Dr. Hans von Ohain in Germany and Sir
Frank Whittle in England, both of whom are considered co-
inventors of the turbojet engine, pioneered the turbojet revolution.
Constant@1#, Schlaifer@2#, von Ohain@3#, Scott@4#, Jones@5#, and
Meher-Homji @6# have documented their work. Both Whittle and
von Ohain independently envisioned flight speeds in excess of
500 mph at altitudes of 30,000 feet, had revolutionary ideas as
students, and developed their engines without the help of the tra-
ditional aeroengine companies. In order to put the development of
Ohain’s jet engines built prior to and during the Second World
War into a historical perspective, it is necessary to trace the course
of Ohain’s thinking and the theoretical and practical developments
relating to gas turbines before the Second World War and exam-
ine the factors that led Heinkel into taking on the risk of turbojet
development.

1.2 Overview of Turbojet Development in Germany.
Turbojet development in Germany initially included two indepen-
dent programs that were not, at least initially, under the auspices

of the German Air Ministry~RLM1!. As is typical of revolution-
ary technological changes, these two programs did not initiate at
the traditional aeroengine companies but started at Heinkel Air-
frame and at Junkers Airframe Company. Ultimately, both these
developments ended up under Heinkel, but as we will see later,
despite a pre-eminent position in the area of turbojet engine and
jet aircraft development, Heinkel could not capitalize on his posi-
tion as a jet age pioneer.

1.2.1 Engine Development Sponsored by Ernst Heinkel.Von
Ohain developed the idea of his jet engine while he was a doctoral
student at the University of Gottingen. By 1934, he had completed
rudimentary design calculations that indicated speeds of 500 mph
were possible. He initiated patent procedures and decided to build
a working model of the engine. Working with Max Hahn, an
expert mechanic and machinist and a natural engineer, he built his
first model engine which was plagued by combustion problems.
Von Ohain’s Professor R. W. Pohl, introduced von Ohain to Ernst
Heinkel, the legendary aircraft manufacturer whom, Pohl knew,
was obsessed with high-speed flight. As a result, the 24 year old
Ohain was interviewed by Heinkel and his leading engineers, and
was hired by Heinkel.

Ernst Heinkel had come into prominence during the First World
War when he was the chief designer of the Hansa-Branden-
burgischen Flugzeugwerke and he was noted as a designer of a
wide variety of marine aircraft. Heinkel formed his own company
in 1922 and produced several well-known aircraft. His obsession
with speed was triggered in September 1927 when he visited Ven-
ice to see the famous Schneider Cup race. When viewing the fast
aircraft on display, Heinkel was seized with an intense desire to
build fast aircraft@7#. It was at this event that Claudius Dornier,
while standing with him viewing a high performance Fiat engine,
uttered the following prophetic words to Heinkel ‘‘If only we had
a single engine like that, we could be in this race, but the way our
aviation industry is going, we shall never get a decent one.’’ Hei-
nkel stated in his memoirs that this was indeed a true statement
and that German engines, as the result of the setbacks suffered
between 1918 and 1933, never caught up with the rest of the
world nullifying the advantages achieved in the field of airframe
aerodynamics. This disillusionment with the German aircraft en-

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Indianapolis, IN, June
7–10, 1999; ASME Paper 99-GT-228. Manuscript received by IGTI Mar. 9, 1999;
final revision received by the ASME Headquarters Jan. 3, 2000. Associate Technical
Editor: D. Wisler.

1The German National Ministry of Aviation was known as the Riechluftfahrtmin-
isterium or RLM for short.
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gine industry persisted with Heinkel and wascertainly a factor in
his plunging forth with the bold new concept proposed by the
young von Ohain nine years later.

After getting intoxicated by speed, Heinkel hired Siegfried and
Walter Guenther who were identical twins. The Guenther brothers
were brilliant and gifted designers responsible for several of Hei-
nkel’s competition winning designs and also for the graceful jet
aircraft designs developed by Heinkel. They were responsible for
the famous He 70~the Heinkel Blitz! which won eight interna-
tional speed records in 1933. This aircraft was fitted with a 600
HP BMW engine, which represented a technology lag from the
US, English, and French engines at that time. The He 70 had such
good aerodynamics that one was actually purchased by Rolls
Royce to test and demonstrate their 810 HP Kestrel V engine.2

The Gunther brothers were present at von Ohain’s initial inter-
view with Heinkel and recognizing the limitations of propellers
for high-speed flight, were enthused by his jet concept.

As described in detail below, Heinkel hired von Ohain in 1936
and this brilliant young physicist put him in the position to fly the
world’s first turbojet powered aircraft in August 1939. Von Ohain
and Max Hahn started work at Heinkel Marienehe Works under a
shroud of secrecy and were given instructions to develop a jet
engine as rapidly as possible with the stipulation that ground tests
were to begin within a year. The first engine designated as the He
S1, was a demonstrator engine that operated on hydrogen fuel and
was successfully test run in March 1937. Continuing develop-
ment, von Ohain’s team had the HeS 3B engine operational and
the historic first pure jet-powered flight of the He 178 powered by
a HeS 3B turbojet occurred on August 27, 1939, a few days before
the start of the Second World War. Heinkel immediately informed
high air ministry officials of this momentous event, but was met
with indifference. The German Air Ministry ordered Heinkel to
cease all research on jet engines but Heinkel, convinced that his
political connections would ultimately result in a profitable con-
tract, kept von Ohain’s team working on turbojets. A few months
later, Heinkel’s proposal for a jet fighter~the He 280! was ac-
cepted by the RLM. This aircraft was to be powered by two HeS
8A engines designed by von Ohain.3 After the first flight of the He
280, the RLM allowed Heinkel to purchase the Hirth Motoren and
in doing so Heinkel had full-fledged engine manufacturing capa-
bility. Von Ohain moved to the Heinkel-Hirth Company and con-
tinued engine development work there. The RLM cancelled the
He 280 on March 27, 1943 and development of the HeS8A was
curtailed by the RLM in mid 1942 in favor of the Jumo 004 and
BMW 003 engines.

1.2.2 Turbojet Engine Development Initiated at Junkers
Aeroplane Company.During 1936 and 1939, engineers at an-
other aircraft manufacturer, Junkers Aeroplane Company, were
working on jet engines under the guidance of Prof. Herbert
Wagner. Wagner, a brilliant airframe designer was well-versed in
steam turbine design and wanted to develop jet engines which, he
felt, would make Junkers a pre-eminent aircraft company. By
1938, Junkers had 30 designers and draftsmen working on the
project at their Magdeburg plant and were in the process of de-
veloping a demonstrator, that had a 12 stage axial compressor,
single combustor and a two-stage turbine. This team included
Max Adolf Mueller who was at one time an assistant to Prof.
Wagner at the Technical University in Berlin and was now project
manager for the Wagner jet engine studies. Later, the RLM in-

sisted that engine development work be taken over by Junkers
engine company~Junkers Motoren at Dessau!. Mueller, who ob-
jected to the organizational changes, and 12 members of his team,
left Junkers and were hired by Heinkel in the summer of 1939,
thus bringing the Wagner engine program to Heinkel. Included in
this team was Dr. R. Friedrich, an outstanding compressor
aerodynamist.

1.2.3 Official Turbojet Programs of the RLM (German Air
Ministry). A pictorial overview of the course and chronology of
German turbojet development is shown in Fig. 1 including the key
aircraft developed. Also shown are aircraft that were planned for
deployment using the second generation HeS 011 engine.

In 1938, Helmut Schelp and his senior, Hans Mauch in the
German Air Ministry ~RLM! had ambitious jet engine develop-
ment programs in mind and were trying to work with the
aeroengine manufacturers to interest them in jet engine develop-
ment. Schelp was aware of the limitations of piston engines for
higher speeds and had concluded that jet propulsion was the
solution.4 Schelp was unaware of the ongoing research at Heinkel
Airframe or Junkers Airframe Company. The prevailing feeling at
that time was that compressor and combustor efficiencies were too
low to permit a practical jet engine. Schelp, however, knew of
three leading compressor engineers; Professors Prandtl, Betz and
Encke who worked at the Aerodynamic Research Establishment
~AVA ! at Göttingen and had been successful in designing com-
pressors based on aerodynamic airfoil theory. Schelp recognized
that their work could provide the impetus required in developing a
practical engine.

In 1938, Schelp and Mauch visited four dominant aeroengine
manufacturers—BMW, Junkers Aeroengine Company, Daimler
Benz, and Bramo. The head of Junkers Aeroengine, Otto Mader,
reluctantly accepted a small development engineering contract. He
was not aware of Wagner’s ongoing program at JunkersAirframe
Company mentioned above. Daimler Benz refused Schelp’s offer
for funding. Bramo, fearful that they would soon to face severe
competition in piston engine orders to their rivals BMW, agreed
to perform a study. BMW took on a study contract. Later during
the war, the BMW company developed the 003 engine under the
leadership of Dr. Herman Oestrich.

Ultimately, all German turbojet development work came under
RLM control. The RLM insisted that all engine development be
done at engine companies.5 At the Junkers Aeroengine Company
~Junkers Motoren or Jumo for short!, work proceeded on the de-
liberately conservative Junkers Jumo 004 engine under the lead-
ership of Anselm Franz. This engine, which powered the Me 262,
was the world’s first high volume production turbojet and is de-
scribed by Meher-Homji@8#. As mentioned above, Heinkel was
permitted to purchase the Hirth Corporation, which gave him ac-
cess to engine manufacturing technology. Both the von Ohain and
Mueller engine programs were moved to the Heinkel-Hirth Cor-
poration essentially under RLM control.

2 Von Ohain’s Early Work
Von Ohain developed the idea of his jet engine while he was a

doctoral student at the University of Go¨ttingen when he was
working towards his Ph.D. under the renowned Professor Pohl.
During a flight on a Junkers Trimotor aircraft, von Ohain was
appalled by the high noise and vibration caused by the reciprocat-
ing engines and instinctively felt that the combination of aerody-
namic aircraft would be more matched, in an aesthetic sense, with
a continuous flow aerothermodynamic engine. Spurred on by this
initial feeling, von Ohain, in the Fall of 1933, started thinking
about a steady aerodynamic flow process involving a project

2Heinkel actually tried to negotiate a deal with the British Air ministry to trade
license of the He 70 manufacture for the license to build and develop Rolls Royce
Engines in Germany. This deal was not permitted by the German Air Ministry who
assured Heinkel that German aeroengine development was soon to ‘‘surpass the
achievements of the foreign aircraft engine builders.’’

3Nine prototypes of the He-280 were built and in the spring of 1942 the prospects
for this aircraft were favorable as the Jumo 004 was, at that time, plagued by com-
pressor blade vibratory problems. Once these problems were resolved by Franz and
Bentele, the Me 262 proved to be superior to the He-280 and was thus chosen for
production.

4Schelp was aware of the work of Armengaud and Lemale published before 1910
in which jet propulsion was put forward.

5Mauch had actually suggested that Heinkel’s jet engine team be the nucleus of a
jet development effort to be established at Daimler-Benz, an offer which Heinkel
refused.
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based on a modified ‘‘Nernst’’ turbine6 and his preliminary cal-
culations indicated that such a system would have great advan-
tages in terms of power to weight ratio. With his design goal of
simplicity for a working model, he chose a centrifugal compressor
and radial inflow turbine layout to minimize matching problems.
Even at this early date, von Ohain recognized that importance of
minimizing frontal area by the use of axial flow compressors but
opted for the simpler radial design for the initial models.

By 1934, he had completed rudimentary design calculations
that indicated speeds of 500 mph were possible based on a pres-
sure ratio of 3:1 and a turbine inlet temperature of 1200 to
1400°F. Although the fuel consumption was high, von Ohain cal-
culated that the turbojet’s weight would be about a fourth that of
a reciprocating engine. He initiated patent procedures and decided
to build a working model of the engine at his own expense. Von
Ohain developed a friendship with Max Hahn an expert mechanic,
machinist and a natural engineer,7 who was the chief mechanic at
the Bartells and Becker car repair shop in Gottingen where he
used to have his car repaired. Von Ohain showed Hahn his initial
sketches and Hahn made suggestions for simplification to enable
manufacture. The prototype model was built by Hahn and funded
by von Ohain with the initial estimate being 1000 marks. The
engine is shown in Fig. 2. This engine did not self sustain due to
combustion problems but did result in unloading of the starter.
Ohain made temperature and pressure distribution measurements
and recounted that Hahn, who was normally most stern and skep-

tical, was in this instance most optimistic because of the unload-
ing of the starter and the high velocity flame emanating from the
jet pipe!8 Ohain realized right away that liquid fuel combustion
would be a formidable challenge that would take considerable
financial and technical resources to overcome.

Professor R. W. Pohl9 at Göttingen University was very sup-
portive of this extracurricular work and permitted experiments to
be conducted in the backyard of his institute, supplying von Ohain
with instrumentation and a starter motor. Convinced that von
Ohain’s theory was right and that this concept had a future, he

6Von Ohain initially investigated concepts not involving moving machinery by
bringing incoming ram air in contact with the expanding gas but the problems with
heat transfer and losses caused these ideas to be replaced by a compressor—turbine
concept.

7Von Ohain always had the greatest respect for Max Hahn’s natural engineering
and practical skills and being a man of great humility, always mentioned Hahn’s
contribution in both his talks and subsequent papers. Max Hahn followed Ohain to
Heinkel and worked closely on the development of the early engines till the end of
the war.

8As described by Ohain—this was like a flame thrower!
9Prof. R. W. Pohl was von Ohain’s Professor for his doctorate which was in

physics. Von Ohain had minored under Prof. L. Prandtl in the area of applied
mechanics.

Fig. 1 Timeline showing German jet engine development program and operational and planned turbojet aircraft

Fig. 2 Prototype model „1934… which did not self sustain
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recommended to von Ohain that industrial sponsorship would be
needed for further development and indicated his willingness to
write a letter of recommendation to an aeroengine company of
von Ohain’s choice. Von Ohain wisely chose the aircraft manu-
facturer Ernst Heinkel as he was aware of Heinkel’s obsession for
high-speed aircraft and that his reputation as a risk taker.10 An-
other factor in this choice was the fact that von Ohain loved the
Baltic Sea and sailing and the Heinkel works at Rostock was
perfect for this. Von Ohain intuitively recognized that the tradi-
tional aeroengine companies would resist the revolutionary design
that he was proposing.

3 Turbojet Engine Development Work at Heinkel
In February 1936 Pohl wrote to Heinkel and as a result, the 24

year old von Ohain was summoned to Heinkel’s house on the
Baltic Coast. According to von Ohain@9# during his discussion
with Heinkel on the evening prior to the day-long interview, Hei-
nkel listened to his proposal and asked him point blank as to what
the problem areas were with his proposed engine as he wanted to
know if this young Ph.D. had a sense of reality. Von Ohain indi-
cated to him that the problem was the high fuel consumption but
that this could be improved as development efforts proceeded.

The next day, von Ohain met with the leading engineers at
Heinkel and after a grueling one-day interview, in which he skill-
fully addressed all questions, he succeeded in convincing Heinkel
to hire him.11 Included in this group were Walter and Siegfried
Guenther, Heinkel’s leading aerodynamicists, who instantly rec-
ognized the importance of jet propulsion for high-speed flight. An
employment contract was issued to von Ohain on April 15, 1936.

3.1 The HeS 1 Demonstrator Engine. Von Ohain and Max
Hahn ~whom von Ohain insisted be hired! started work under a
shroud of secrecy in a special building in Marienehe and were
given instructions to develop a jet engine as rapidly as possible
with the stipulation from Heinkel that bench tests were to begin
within a year. The project was deliberately given a vague name of
‘‘Sonder-Entwicklung’’ ~‘‘Special Development’’! and the work
started with a team including Max Hahn and Wilhelm Gunder-
mann, a gifted Heinkel designer, and two draftsmen. Heinkel kept
this work secret from the German Air Ministry~RLM!, the Luft-
waffe, and engine manufacturers.12

The rather over-ambitious schedule stipulated by Heinkel
forced von Ohain to deviate from his original plan which was to
systematically conduct studies and tests and solve the combustion
problems. Recognizing the politics of the situation, von Ohain
made the conscious decision that a simple engine run on hydrogen
fuel would provide the impetus needed for such a project, quickly
demonstrate a tangible running engine to Heinkel13 and buy him
some time for systematic combustion investigations. After this
decision was made, he started parallel investigations into the use
of liquid fuels and even visited industrial fairs in Leipzig in order
to elicit support from burner manufacturers for the design of a
high intensity combustor. Not finding any support, he realized that
this formidable problem would have to be solved by his own
team. Work proceeded, with von Ohain providing the overall

technical direction, laying out the engine and conducting thermo-
dynamic studies, Gundermann working on the mechanical design
and stress analysis and Hahn working on manufacturing tech-
niques and combustion.

The HeS 114 layout is shown in Fig. 3. It consisted of a back-
to-back radial compressor and a radial inflow turbine. The rotor
diameter was 12 in. The centrifugal compressor was preceded by
an axial entry stage. The hydrogen combustor consisted of a large
number of hollow vanes with blunt trailing edges placed within
the air duct between the compressor and the radial inflow turbine.
The engine was made essentially of sheet steel fabricated at the
Marienehe works and disks fabricated at a nearby shipyard. The
engine operated at a speed of 10,000 rpm and produced a thrust of
1.1 kN ~250 lbs.! Von Ohain’s choice of hydrogen as a fuel was
wise, as the demonstrator combustor did not present any signifi-
cant problems because of the high flame velocity and the wide
combustion range of hydrogen. It also performed flawlessly under
off design conditions and during transient acceleration and
deceleration.

In the Spring of 1937 the engine was demonstrated early one
morning in front of Ernst Heinkel, and this had a major impact on
von Ohain’s position at Heinkel. The young von Ohain was now
established as a brilliant engineer and received a letter of recom-
mendation and a pay increase from Heinkel. Dr. von Ohain re-
ceived a permanent contract and was named head of the Heinkel
jet propulsion development. After this successful engine run, Hei-
nkel pushed hard for a flight engine operating on liquid fuel. This
led to the design and development of the HeS.215 engine and
finally the HeS 3 engine.

3.2 Design and Development of the HeS 3A and HeS 3B
Engine. Starting in May 1937, after the running of the HeS. 1
engine, work was intensified on the combustor development. The
combustor investigation program included the following elements
@3#:

• installation of a 2 HP blower with controllable bypass to
allow testing

• investigations on segments of annular combustors to evaluate
influence of combustor shape, flame holding mechanisms and op-
timization for minimizing pressure drop16 fuel vapor generation
and injection into the combustor by electrical heating

• atomization studies

By 1938 a combustor with excellent operational characteristics
was developed. This combustor used vaporized fuel, but there
were still difficulties with atomizing that had to be overcome.

Design work had begun on the flight engine~designated as the
HeS 3! in May 1937, and in September 1937, Max Hahn sug-

10This choice was very correct as the traditional aircraft engine companies were
reluctant to study jet propulsion as Schelp would find out at a later date. All the
initial jet development work in Germany was done by aircraft companies and not
aeroengine companies.

11Part of the reason for Heinkel hiring von Ohain was to prevent him from going
to his archrival, Messerschmitt. This rivalry continued throughout the war in the race
to produce the first jet fighter. For example, in 1940/41, Messerschmitt delayed for
months, by political means, Heinkel’s acquisition of Hirth Motoren GmbH@2#.

12Hans Mauch of the RLM actually visited Heinkel in the summer of 1938 about
one year prior to the first jet powered flight. He witnessed the operation of the
hydrogen fueled demonstrator engine, and this helped convince him of the need for
turbojets for high speed flight.

13An important attribute of an innovator is the recognition that design compro-
mises are often required for success and that often a technically elegant design may
not lead to long term success. Both Dr. von Ohain and Sir Frank Whittle had this
insight.

14The designation stands for He5Heinkel, S5Strahltriebwerk5Jet engine. This
same designation was continued when Heinkel purchased Hirth.

15The HeS 2 had the same turbomachinery components as did the HeS 3 but
utilized hydrogen in its combustor.

16Since the segments were circumferentially small, the sidewall effects reduced
the usefulness of the tests.

Fig. 3 HeS 1 Demonstrator run on hydrogen fuel
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gested the idea of arranging the combustor in the large unused
space in front of the centrifugal compressor a concept that would
reduce shaft size and engine weight. Dr. von Ohain was very
impressed by Hahn’s idea and encouraged him to apply for a
patent and the idea was incorporated in the engine layout by von
Ohain. The patent drawing is shown in Fig. 4@10#.

The first HeS 3A was tested in 1938, but did not produce the
design thrust required because a small compressor and combustor
had been used to reduce the frontal area. The engine was, there-
fore, completely redesigned and resulted in the HeS 3B. This en-
gine attempted to increase the mass flow by having a high hub/tip

ratio and von Ohain minimized the inlet losses by using an axial
inducer stage which, in addition to contributing to an increased
pressure ratio, also provided a counter swirl thus decreasing the
inlet relative Mach number and curvature of the inlet blade. The
layout of the flight engine is shown in Fig. 5@11#. The inlet
section of the HeS 3 is shown in Fig. 6. The wraparound combus-
tor is shown in Fig. 7 and the radial inflow turbine is shown in
Fig. 8.

The engine had a speed of 13,000 rpm, a weight of 360 kg
~793 lbs!, and frontal area of 0.68 m2 ~7.31 sq. ft.!. Figure 9
shows the performance characteristics of this engine presented by
Carter@12#.

Fig. 4 Patent drawing of Hahn showing combustor located in
front of centrifugal compressor

Fig. 5 Layout of the HeS 3B flight engine †10‡

Fig. 6 Inlet section of the HeS 3B showing inducer and cen-
trifugal compressor

Fig. 7 Combustor section of the HeS 3B

Fig. 8 Radial inflow turbine of the HeS 3B

Fig. 9 Performance characteristics of the He S3B
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4 The He 178: the World’s First Jet Aircraft
Design on the He 178 was led by Dr. Heinrich Hertel and

worked on by the Guenther twins. The basic design was laid out
by Walter Guenther but after his tragic death in a car accident in
September 1937, the work was carried out by Heinrich Helmbold
and Siegfried Guenther who kept Walter Guenther’s design con-
cept unchanged. The aircraft was to use the HeS 3 engine. The He
178 ~Fig. 10! was a small shoulder winged airplane having a wing
span of 7.2 m~23 ft 7 in! and a length of 7.48 m~24 ft 6 in!. The
wings were mostly of wooden construction with a small dihedral
angle. Air for the single HeS 3B engine was drawn in from a nose
intake and routed to the engine via a duct that went below the
pilot’s seat. The fuel tank was located behind the pilot’s seat. The
aircraft had a loaded weight of 1950 kg~4295 lbs! and was de-
signed for a maximum speed of 640 Km/h~498 mph! at sea level.

On August 27, 1939, the He 178 piloted by Erich Warsitz made
a historic 6 minute flight from the Heinkel airfield in Marienehe at
about 4 am. There was great jubilation after this historic event.
Heinkel rushed to inform the RLM of this achievement, but met
with indifference as the RLM had more immediate problems of
gearing up for the war which was to start within a few days. Later,
Heinkel arranged for a demonstration of the He 178 that was
observed by Schelp, Milch, and Udet. The aircraft experienced a
fuel pump leakage problem initially prior to takeoff and Heinkel
had to improvise by claiming a tire blow out to keep the skeptical
group interested while the fuel pump was replaced@5#. Finally, a
successful demonstration was made, but there was little enthusi-
asm displayed by the Air Ministry representatives.

This was the first aircraft in the world to fly utilizing a turbojet
and was also the first to experience a bird ingestion problem!17 To
put the date into perspective, the first flight was one year before
the Caproni-Campini CC218 and 20 months before the British
Gloster E28/39 first took to the air with Whittle’s W1 engine.

5 The HeS 6 Engine
The HeS 6 was a refinement of the HeS 3 engine with increased

thrust up to 2860 kg~1300 lbs! at 13,300 rpm. The specific fuel
consumption was essentially the same as the HeS 3. While this
engine itself was successful, the combination of the HeS 6 within
the He 178 airframe resulted in poor performance. Problems with
the airframe and a persistent problem wherein the undercarriage
would not retract finally caused Heinkel to retire the He 178
which was moved to the Air Museum in Berlin and subsequently
destroyed during an Allied bombing raid.

6 Engine Development for the He 280 Jet Fighter
Shortly after the demonstration of the He 178 to the RLM,

Heinkel started development of a twin engine fighter which was
designated the He 280. The aircraft could not use engines of the
HeS 3B type because of the large engine diameter and low per-
formance. At this time, however, the axial flow engine~designated
the HeS 30! that was being developed by Mueller who had arrived
at the Heinkel Rostock plant, was experiencing serious develop-
ment problems. Recognizing that this engine would not be ready

in time, von Ohain took a gamble in designing a back up solution
designated the HeS8 which would employ a radial rotor similar to
the HeS 3B combined with an axial vane diffuser and a straight
through flow combustor. Only 14 months were available for this
development, as the He 280 airframe was developed much faster
than its engines.

It is interesting to examine the history of the Mueller engine in
context of von Ohain’s work. Mueller had his initial contacts with
Heinkel and Dr. von Ohain in early 1939 when he offered to bring
Heinkel the Wagner engine and the project team. At this time,
Mueller gave the impression that the engine program was well
advanced and Heinkel and von Ohain believed that this program
together with their own He S 3 engine would place Heinkel in a
leading position as a jet engine maker. Mueller and his team were
hired by Heinkel and came over in the summer of 1939. The
Wagner engine took on the Heinkel designation of HeS 30. Muel-
ler and his team were incorporated in Dr. von Ohain’s propulsion
group and given the task to finalize the development of the HeS
30. Dr. von Ohain and Heinkel soon realized that this engine
program was nowhere near the advanced stage, implied by Muel-
ler. Heinkel pushed hard for the effort to make this program suc-
cessful especially as the HeS 30 was to be the propulsion plant for
Heinkel He 280 fighter. During contract negotiations with the
RLM, Udet, who was supportive of Heinkel and who had recog-
nized that Heinkel needed engine manufacturing capability and
skilled manufacturing manpower to compete with the established
engine companies, made Heinkel a gentlemen’s agreement that if
the He 280 succeeded in flying before April 1941 Heinkel could
buy the Hirth Motoren company in Stuttgart.

By the end of 1939 the HeS 30 progress was very slow and
Heinkel, concerned of the adverse impact on the He 280 program,
approached Dr. von Ohain to develop a backup solution. Dr. von
Ohain’s solution, designated the HeS 8A, was a design based on
the HeS 3B but with an axial diffuser and a straight through flow
combustor. The engine program was done under a RLM contract
giving the engine the first RLM designation of a German turbojet
the 109-001. It was not without risks because the specification of
the aircraft limited the engine diameter and therefore the axial
diffuser function and efficiency together with the straight through
combustor became very critical. Luckily for Heinkel, von Ohain’s
HeS 8 engine managed to meet the minimum requirements and
was ready in time for the first flight of the He 280 which took
place in late March 1941. The He S 30 program still suffered
several problems including a mismatch between the compressor
and turbine. Thus, it is thanks to von Ohain’s HeS 8 that the He
280 flew on schedule and the RLM allowed Heinkel to purchase
Hirth Motoren company which could then give the Mueller team
support with the HeS 30 program.

7 The HeS 8A Engine Description
The HeS8~RLM Designation 109-001! was designed with the

specific objectives mentioned above and was based on the HeS 3
and HeS 6 engines. The reduction in diameter was accomplished
by redesign of the compressor diffuser into an axial design and
combustion chamber by making it a ‘‘straight through’’ design as
shown in Fig. 11. The leading particulars of this engine are shown
in Table 1.

The HeS 8A comprised of a 14-blade axial flow inducer having
airfoil type blades, which were made from aluminum alloy forg-
ings. The inducer was followed by a 19-vane radial flow impeller
of composite construction consisting of aluminum alloy blades
retained in a steel hub and rear shrouding plate. Leaving the com-
bustor, the working fluid passed through a 14-blade radial inflow
turbine, also built up of steel blades retained in a steel hub. The
compressor-turbine shaft was mounted on two bearings, one be-
tween the inducer and impeller and the second aft of the turbine.

The combustion chamber was a ‘‘straight through’’ annular de-
sign with compressor discharge passing through two sets of dif-
fuser vanes prior to entering the combustor. The vaporizing fuel

17Luckily this was a small bird and did not pose a problem.
18This aircraft used a ducted fan jet system but utilized a reciprocating compressor

and consequently was not a true turbojet.

Fig. 10 The He 178—world’s first jet powered aircraft
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system injected fuel into the chamber through 16 sets of eight
nozzles giving a total of 128 nozzles. Each nozzle was a tube
approximately 1/16th inch in diameter. Initially, no attempts were
made to provide any secondary air distribution but later models
had such provisions.

The propelling nozzle was of fixed area and a tailpipe was used
on the He 280 installation. The exact number of engines of this
type actually built is not known but several versions were built.

Even though the HeS 8A was a good engine, its power was
marginal for the He 280, and it lost out to the Jumo 004, which
had been chosen for the production of the Me 262 jet fighter.
While the performance in terms of thrust and fuel consumption
and length was superior,19 the HeS 8A engine also had a problem
relating to the radial inflow turbine which represented a technol-
ogy leap for the time and the overall need for strategic materials
was higher than for the axial cooled blading of the Jumo 004.
Consequently, thrust growth by means of increasing turbine inlet
temperature was limited for the HeS 8A without the use of stra-
tegic materials such as nickel. The radial inflow turbine blades
also suffered from fatigue failures and blade-to-hub attachment
problems.

8 The Worlds First Jet Fighter the He 280
The He 280 was a graceful twin engined fighter designed by

Robert Lusser.20 It was designed as an all metal mid-wing mono-
plane powered by two turbojets located in nacelles under the
wings. The wing had a straight leading edge and then a dihedral
outboard of the engines. The tail consisted of a high mounted
tailplane carrying a fin and rudder on each tip. The latest variant
had a V tail. Nose armament consisted of three 20 mm cannon.
The aircraft had a wingspan of 12 m~40 ft! and a length of 10.04
m ~34 ft!.

The He 280 was itself a revolutionary design in that it had a
tricycle undercarriage and a compressed air-operated ejection seat.
By March 1941, the first experimental aircraft V1 had made 40
gliding flights and on March 30, 1941 it took off for the first time
powered by von Ohains’s HeS 8 Engines with Heinkel’s test Pilot
Fritz Schaffer at the controls. No engine cowlings were fitted for
this flight due to fuel leakage which was noticed prior to the flight.
On April 5, 1941, the aircraft was successfully demonstrated in
front of RLM officials. The He 280 was also flown in test combat
against a Focke Wolfe 190.

There is an interesting anecdote on the He 280 reported in
Jones@5#. Just before a take-off, test pilot Bader, was handed a
small hammer by Robert Lusser. Lusser, explained to Bader
apologetically that there was as yet no means of jettisoning the
cockpit canopy and that should he have to leave in an emergency,
he would need the hammer to smash his way out. The He 280 is
shown in Fig. 12.

9 Acquisition of Hirth Motoren and Formation of
Heinkel Hirth

Working at Heinkel gave von Ohain complete technical free-
dom and the ability to choose his own path without constraints
related to funding or test facilities or interference by the RLM.
Further, he had the direct and enthusiastic support of the owner of
the company. This was an excellent environment for innovation
for the early engines but as the needs turned to production, the
disadvantages of working for an airframe company began to
show. There was a lack of expertise in the area of engine design in
the areas of materials, blading vibrations, aeromechanics, manu-
facturing techniques. Heinkel wished to buy an engine manufac-
turer to enhance his position as an engine company and to derive
the required technical manpower.

After the demonstration flight of the He 280 Heinkel finally
received permission to purchase Hirth–Motoren21 which was a
reputable manufacturer of reciprocating aero engines and turbo-
chargers located at Zuffenhausen near Stuttgart. This acquisition
was fraught with politics, with Heinkel’s rival Messerschmitt re-
portedly delaying the acquisition for several months.22 With the
acquisition of Hirth, Heinkel had access to the engineering capa-
bilities and manufacturing know-how of this small but well
known engine company.

The formal name of the company formed when Heinkel took
over Hirth Motoren was Ernst Heinkel AG-Werk Hirth Motoren
and was called Heinkel–Hirth for short. It is interesting to note
that when asked during a conference in 1978 what single item von
Ohain would have asked for during his early development days,
he stated that the greatest need was for expertise in the area of
blade vibrations which he said he got from the Hirth Company in
the form of Dr. Bentele23 @13#.

After the acquisition of Hirth, Heinkel started moving his jet
engine team to Zuffenhausen. Mueller and his HeS 30 axial flow
engine being the first to arrive in the Fall of 1941. Shortly there-
after in 1942, von Ohain and his propulsion team also relocated to
the Heinkel–Hirth facilities. Von Ohain immediately struck up an
excellent working relationship with the Hirth engineers and the
combined team worked closely in engine development. Von
Ohain’s brilliance, modesty and fairness immediately caused a

19The axial flow Jumo 004 was, however, superior to the HeS8A in thrust per unit
projected frontal area.

20Heinkel had hired Robert Lusser away from Messerschmitt. Lusser had done
preliminary design work on the ME 262.

21Hirth–Motoren GmbH was owned by Hellmuth Hirth and was founded in 1931.
Hirth himself died in 1938.

22Heinkel’s friend Udet in the Luftwaffe had by now realized that the Luftwaffe
could not maintain parity with allied air development and a radical technological
innovation was called for. Udet committed suicide in 1941.

23Dr. Max Bentele was at the time, a leading expert in Germany specializing in
aeromechanics and blade vibration. In the Fall of 1943, he had resolved a complex
blade failure problem on the Junkers Jumo 004 engine.

Fig. 11 The HeS 8 engine
Fig. 12 The graceful twin engined He 280 jet fighter powered
by von Ohain’s HeS 8 enginesTable 1 Leading particulars of the HeS 8 turbojet

Journal of Engineering for Gas Turbines and Power APRIL 2000, Vol. 122 Õ 197

Downloaded 02 Jun 2010 to 171.66.16.119. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



bond to develop between the Hirth engineers. Mueller on the other
hand, was not receptive to help for his problematic HeS 30 axial
flow machine@14#. The HeS 8 engine was in the stage where
itwas being developed for manufacture and Hirth engineers con-
tributed towards this task. In July 1942, the HeS 8A was running
well, but by this time the Me 262 and its Junkers 004 engines had
been chosen to be the first production jet for the Luftwaffe. Ulti-
mately, the HeS 8 program, the HeS 30 program, and the He 280
fighter aircraft were officially cancelled in early 1943. Shelp of
the RLM decided that von Ohain’s team at Heinkel–Hirth should
start work on a second-generation turbojet the HeS 011. At this
juncture, Heinkel, who in the early years of the war had a pre-
eminent position in turbojet engine and jet aircraft technology,
had now lost his dominant position.24

10 Design and Development of the Heinkel–Hirth HeS
011 Engine

In 1942 the RLM granted Heinkel-Hirth the contract for a
second-generation engine known as the HeS 011~RLM designa-
tion 109-011! which provided a quantum step in specific power
and performance. The specifications of this engine were as fol-
lows @13#: Max thrust 12.75 kN~2863 lbs! with a growth to 14.7
kN ~3307 lbs! weight under 900 kg~1985 lbs! pressure ratio 4.2:1,
altitude capability 15 km~50,000 ft! specific fuel consumption
less than 1.4 lb/lb-hr. Dr. von Ohain was in charge of the devel-
opment and Dr. Max Bentele was responsible for component de-
velopment and managed the development on the compressor and
turbine sections of the engine.

As reported by Bentele@14#, in December 1944 the best perfor-
mance parameters attained for the engine were a thrust of 13 kN
~2940 lbs! at a rotor speed of 10,205 rpm. The leading particulars
of the first generation Jumo 004B engine which was in production
and this advanced engine developed at Heinkel–Hirth are com-
pared in Table 2. A photograph of the engine is shown in Fig. 13
@14# and the layout depicted in Fig. 14@15#.

10.1 Compressor Section. The concept and aerodynamic
design of the compressor was by Dr. von Ohain. The compressor
had a single stage inducer row followed by a diagonal
compressor25 ~mixed flow! stage and then three symmetric~50
percent reaction! axial flow compressor stages. As the air exited
the first axial inducer stage, the annular passage was reduced by a
shaft fairing to the diagonal compressor. The combination of a
diagonal stage with axial flow stages was ingenious as it made the
operating line very flat and imparted growth potential without
incorporating variable geometry which would be required for
higher pressure ratios.

The double-skinned intake hoods served the dual function of
straightening the airflow and housing the accessories, oil tank, and
lube oil pump. Both warm air and electric heating were available
for anti-icing. A photograph of the compressor section is shown in
Fig. 15 which shows the mixed flow stage.

To develop this compressor, a 1600 kW electric test stand in
Zuffenhausen and a steam turbine driven 15,000 hp stand in Dres-
den were utilized. The rigs allowed the measurement of flow,
pressure and temperature distributions in the flow path and con-
siderable challenges had to be met in designing the mixed flow
compressor section. Rather than arriving at an optimal configura-
tion for the axial stages analytically, this was done experimentally
using adjustable stators. A variety of settings were tested on the
stand and finally this led to satisfactory performance as shown in
the compressor map of Fig. 16@14#. Bentele recounts that during
one test, in spite of smooth running of the engine, the occurrence
of discrepancies in pressure and temperature readings puzzled the

test team. The issue was resolved when a technician appeared
with some broken aluminum blades which he had found at the
compressor air exit and inquired if this might be the problem!
Evidently, the uniform breakage of the blades did not result in
significant unbalance.

10.2 Combustor. The combustor was an annular design
with airflow being divided into two flow streams by an annular
headpiece with a small airflow being routed into the head piece
for mixture preparation and combustion. Most of the air was
routed through two of the outer and inner rows of vented at the
end of the combustion chamber and into the missing chamber to
attain the required temperature. The housing wall located around
the combustor was protected against radiant heat transfer by an
annular insulator around which was circulated fresh air from the
chamber. Sixteen equispaced fuel nozzles were utilized with four
igniter plugs, two on the lateral axis and two 45 deg upwards.
Bentele indicated that the combustor was a great design challenge
and obtaining a satisfactory radial and circumferential temperature
profile was not easy given the flow profile emanating from the
mixed flow compressor wheel. The combustor was, therefore, a
design compromise, but one that worked.

10.3 Turbine Section. The HeS 011 had a really remark-
able two stage air-cooled turbine section~Fig. 17! designed by Dr.
Max Bentele. Two rows of hollow turbine nozzle blades were
cooled by air bled off through the annulus after the final compres-
sor stage. This nozzle cooling air was ducted between the com-
bustion chamber and the rotor shaft, which was shielded by an
annular insert. The two-stage axial turbine was cooled by com-
pressor bleed air. Both of the discs had hollow vanes with air
being routed to the second stage through holes bored in the first
stage. The airflow exited the blades at the tip.

The development of the turbine section was most challenging.
Initially solid blades were employed and stress rupture occurred at

24Unlike Udet, Milch was not as supportive of Heinkel and was disappointed in
Heinkel’s problems relating to the He 177 long range bomber. This aircraft was a
disaster because of absurd requirements imposed on it by the RLM. Further, political
lobbies in Berlin resented Heinkels freewheeling style.

25This was called ‘‘kombination sverdichter.’’

Fig. 13 The Heinkel Hirth HeS 011 engine

Table 2 Comparison between the Junkers Jumo 004B and the
Heinkel Hirth HeS 011 engines
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the first stage and fatigue failures at the second stage. The reso-
nance failure was traced to the location of four struts of the rear
bearing support and these were eliminated by spacing the struts at
unequal angles thus minimizing the forced excitations which were
in resonance with the second-stage rotor blades. Some of the strut
arrangements analyzed are shown in Fig. 18. A Bentele Diagram26

of the blading is depicted in Fig. 19@16#.
The final air-cooled blade designed by Dr. Bentele did not uti-

lize any strategic materials and were called ‘‘topfschaufel.’’ These
blades were manufactured starting with a circular plate of auste-
netic chrome-moly sheet steel from which a closed end tube was
drawn in several stages with intermediate heat treatments. As seen
in Fig. 20@17#, wall thickness diminished from 2 mm~0.079 in! at
the root to 0.45 mm~0.017 in! at the blade tip, so as to match the
stresses with the prevailing radial temperature profile. The airfoil
shape was then induced and finish machining done. Both the first
and second turbine stages utilized this construction and contained
an insert for the proper distribution of the cooling air and for
damping blade vibration.

10.4 Mechanical Features and Accessories

10.4.1 Bearings and Accessories.There were two main
bearings on the HeS 011. The front main ball bearing was located

26Bentele developed this diagram independent of knowledge of Campbell’s work
on steam turbine disk vibration in the US.

Fig. 14 Layout of the advanced HeS 011 engine †15‡

Fig. 15 Compressor section of the HeS 011 †14‡

Fig. 16 HeS 011 Compressor map †14‡

Fig. 17 Details of the HeS 011 2 stage air cooled turbine sec-
tion †14‡
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just ahead of the diagonal compressor and was both a radial and
thrust bearing. A floating shaft extended from it to drive the front
axial compressor and, via bevel gearing and vertical take off
shafts, the accessories. Accessories located above the engine in-
cluded the Riedel starter,27 a Siemens or Bosch generator, a Bar-
mag fuel pump, Knorr air compressor and tachometer. The rear
bearing located aft of the two-stage turbine was cooled as well as
lubricated by pressurized oil.

10.4.2 Fuel System.The fuel system was controlled by the
throttle, which operated a constant speed governor to control fuel
and thus engine speed. Fuel was routed to a low-pressure fuel
pump which was a double gear pump with two independent suc-
tions. The delivery of this pump was fed to the Barmag high-
pressure fuel pump, which delivered about 51.6 1/min~13.7 gpm!
at a pressure of 40 kg/cm2 ~570 psi!. A pressure control valve
diverted excess flow back to the suction side of the low-pressure
pump. The high-pressure fuel was then fed to the governor and

through two annular pipes to the 16 fuel injectors in the combus-
tor. A pressure valve on the delivery pipes ensured that the appro-
priate pressure to sustain operation would be admitted to the
combustor.

10.4.3 Lubrication System.Lube oil tanks with a capacity of
12 liters~3.18 gal! were located on the lower part of the accessory
support on both sides of the pumpset which consisted of a deliv-
ery and 2 scavenge units. An additional return~scavenge! pump
was located behind the rear bearing. The oil flow rate was 35
L/min ~9.24 gpm! at an operating pressure of~3.5–4 kg/cm2

~50–57 psi!. Oil was gravity fed from the tanks to the delivery
pump, which routed it through a filter and collector. Both the two
main bearings and the accessory bearings were lubricated by the
pressurized collector through two distributor pipes. The gearing
and bearings of the front axial compressor were centrifugally lu-
bricated while the bevel gears were spray lubricated.

10.4.4 Tail Cone Bullet. The HeS 011 had an adjustable tail
cone bullet moved by a piston within the cone.28 In the original
configuration, the bullet was linked to the throttle control to con-
trol the piston feed and drain pressure oil pipe. This was later
changed to an electrically controllable crossfeed valve connected
so that when switched off, it moved to the operating or extended
position and when switched on, brought the bullet to the retracted
position for startup.

11 Hans Von Ohain, Co-Inventor of the Turbojet
Dr. Hans Joachim Pabst von Ohain was born on December 14,

1911 in Dessau Germany. He received his Doctorate in Physics
and Applied Mechanics in 1935 at the University of Go¨ttingen
and remained at the University for a year while he developed a
theory of jet engines and built a demonstration model. In April
1936, he joined the Heinkel company in Rostock moving to the

27This was similar to the starter used in the Junkers Jumo 004 and BMW 003
engines. 28Similar to the BMW 003 engine.

Fig. 18 Some rear bearing support strut arrangements evalu-
ated in resolving blade vibration problem

Fig. 19 Bentele diagram showing excitation and natural fre-
quencies †16‡

Fig. 20 Ingenious method of developing air cooled turbine
blade starting with a circular plate 25 mm diam
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Heinkel-Hirth company in Stuttgart in the Fall of 1942. He di-
rected a research and development program that resulted in the
HeS 3B engine that powered the Heinkel He 178 which made the
world’s first turbojet powered flight on August 27, 1939 at the
Heinkel Airfield near Rostock. He also developed the HeS 8A,
which powered the world’s first twin jet fighter, the He280 that
flew in April 1941. Thereafter, he was instrumental, along with
Dr. Max Bentele, in the development of what would be the
world’s most powerful and sophisticated turbojet at the end of the
Second World War, the HeS 011.

Being considered one of the most outstanding engineers in Ger-
many in the field of turbojet engineering, Dr. von Ohain was
invited to the US in 1947, where he became a research scientist at
Wright-Patterson AFB. In 1963, he rose to the position of Chief
Scientist in the Air Force Aerospace Research Laboratories,
which conducted virtually all Air Force in-house basic research in
the physical and engineering sciences. In 1975 he became Chief
Scientist of the Aero Propulsion Laboratory, assuming responsi-
bility for maintaining the technical quality of Air Force research
and development in air-breathing propulsion, power and
petrochemicals.

Dr. von Ohain’s accomplishments in these positions won na-
tional and international recognition. He retired from government
service in 1979 and became Research Professor in Aerothermody-
namics at the University of Dayton Research Institute and also a
Visiting Professor at the University of Florida. He was immensely
popular with his students and always interested in helping young
people with their education.

Dr. Hans von Ohain was a man of great humility and modesty.
Throughout his life and in his many lectures and papers covering
early turbojet history, he always made it a point to mention the
contributions of others, at times understating his contributions.

During his 32 years of service in the United States, Dr. von
Ohain published more than 30 technical papers and registered 19
U.S. patents. He had registered over 50 patents while working for
Heinkel. Dr von Ohain was honored for his contributions to avia-
tion with many awards which include the election to member of
Deutsche Akademie der Luftfahrt Forschung, the coveted God-
dard Award for the American Institute of Aeronautics and Astro-
nautics~AIAA ! and numerous Air Force awards. He received the
ASME Tom Sawyer Award in June 1990 and was inducted into
the National Hall of Fame for Aviation in 1990. Von Ohain and
Sir Frank Whittle were awarded the Charles Draper Prize in 1992
for their monumental contributions to aviation. This coveted
award is considered the ‘‘Nobel Prize’’ for technology. He was
awarded three honorary Doctorates from the Universities of Day-
ton, West Virginia, and University of Florida. He was the recipi-
ent of several prestigious German Awards including the Prandtl
Ring for his contributions to jet aviation. Dr. von Ohain passed
away at the age of 86 in Melbourne, Florida and will forever be
remembered as the co-inventor of the turbojet and developer of
the world’s first flight jet engine.

A photograph of Dr. von Ohain, Sir Frank Whittle, and Dr.
Max Bentele@14# is shown in Fig. 21. This is the last known
photograph of these jet pioneers together and was taken in 1978.

12 Closure
This paper has covered the pioneering work of Dr. Hans von

Ohain, co-inventor of the turbojet and a man who changed the
future of flight and brought us into the jet age. His seminal work
at Heinkel provided the impetus for the jet engine programs in
Germany. The paper has covered his historic engines including
the HeS 3B world’s first turbojet to fly, the HeS 8 which was to
power the graceful He 280 fighter and the world’s most advanced
turbojet at the end of the Second World War, the HeS 011. Not-
withstanding his subsequent contributions to jet engine technol-
ogy through the 1980s, he will always be remembered and will go
down in history as a pioneer who made possible the turbojet
revolution.
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Advances in Oxide-Oxide CMC
Recent advances in COI’s oxide–oxide CMC materials will be presented including basic
processing steps, updated material properties, and fabrication techniques. Material prop-
erties of COI’s alumino-silicate system reinforced with various oxide fabrics will be
compared, along with progress in developing a 1200°C oxide matrix system for future
turbine system applications. Examples of fabricated hardware, including a subscale com-
bustion liner, will be shown. Recent test and evaluation data will be provided.
@S0742-4795~00!01802-0#

Introduction
During the past three years, Composite Optics, Inc.~COI! has

developed oxide–oxide ceramic matrix composites~CMCs! for
advanced military aircraft, with potential applications in commer-
cial gas turbine engine systems. Extreme temperature conditions
are realized for very brief periods of time for missile applications
~less than one hour! and up to 100 h for a military engine in
afterburner conditions. These temperatures are relatively short
compared to the 10,000’s of hours of steady-state operation in
commercial gas turbines and other industrial applications@1#. COI
has explored the viability of using an oxide system in commercial
energy applications by characterizing coupons in ways directed
toward commercial requirements. The baseline alumino-silicate
system has shown early promise in both basic properties, produc-
ibility, and environmental resistance. As COI proceeds with test-
ing and evaluation of subscale rig components, a more refractory
oxide system aimed at satisfying the higher temperatures and
longer durations of the gas turbine engine community is being
developed.

CMC Development Objectives and Approach
The original development goals were established for current

and future military exhaust systems. In addition to meeting air-
craft thermomechanical demands, CMC systems must have a
simple robust process in order to be economically viable. Specific
targets were identified at the onset of development:

1 tensile strength of 140 MPa at 1000°C with 1100°C
excursions

2 mechanical property stability with temperature
3 low cost manufacturing process

COI’s ceramic matrix composite baseline approach is a sol-gel
derived alumino-silicate matrix that can be combined with a vari-
ety of commercially available fiber reinforcements such as Nextel
550, Nextel 610, and Nextel 720@2#. The baseline oxide–oxide
system relies on controlled matrix porosity for toughness, thereby
eliminating the need for fiber coatings. Recent findings support
the conclusion that high strength, damage tolerant oxide–oxide
CMC’s can be made without the use of fiber coatings@3–5#.

Reinforcement Selection. The fibers used are all in fabric
form and are selected based on the advantages that each type
offers when laminated in COI’s ceramic composite~Table 1!. The
maximum use temperature of COI’s CMCs is largely determined

by the fabric reinforcement system. Of the oxide fibers currently
available in the commercial market, Nextel 720 has the best tem-
perature capability and creep resistance.

Typical Properties of Nextel 720 CMC. Mechanical testing
has been an ongoing part of the maturation process for this CMC
system. Table 2 summarizes basic mechanical strength and modu-
lus values compiled to date on the Nextel 720 alumino-silicate
system@6#. All tests used typical ASTM standards for organic
composites and/or ceramic matrix composites.

Creep and Fatigue Properties. Resistance to creep rupture
and fatigue is an important material characteristic for both mili-
tary and commercial gas turbine engines. Larry Zawada at the Air
Force Research Laboratory~AFRL! Materials and Manufacturing
Directorate, Wright-Patterson AFB, OH, has characterized COI’s
Nextel 720 alumino-silicate system at 1000°C and 1100°C@7#.
Preliminary results summarized in Table 3 are very encouraging.
The residual strengths after fatigue are equal or greater than the
virgin untested material, suggesting that repeated loading may
have a work-hardening toughening phenomenon. The creep rup-
ture tests are just as encouraging, with residual strengths after 100
h at 150 MPa equal to 209 MPa. Tests are continuing, and data
will be reported as it becomes available.

Environmental Resistance. Rob Kowalik at NAVAIR Mate-
rials Division at Patuxent River, Maryland completed preliminary
hot corrosion studies in March 1998 of COI’s Nextel 550 and 720
reinforced CMC@8#. The first test run on the materials was a 500
cycle oxidation resistance test to 900°C in air only; each cycle
consisting of 55 min at 900°C and 5 min at room temperature. As
expected, the CMC was extremely inert to the oxidation exposure;
there was no weight change or visible change in the CMC
samples.

The second test run on the material was a hot corrosion thermal
exposure. When salt water is ingested into aircraft turbine engines
and mixed with sulfur residue, corrosive salts are deposited on
nozzle parts, greatly reducing their useful operating life. To model
this behavior, Na2SO4 is deposited on the CMC coupon surfaces
at 5 gm/cm2. The 500 cycle thermal exposure to 900°C is re-
peated. In materials such as SiC/SiC, a thick film of sodium sili-
cate forms on the surface which spalls off during continued ther-
mal cycling@9#. After completing 500 cycles of cycling, no visible
glass formation and no significant weight changes were reported.
Initial analysis gave no indication of any sodium silicate layer
formation. The surface topography and morphology looked un-
changed. The results showed COI’s CMC materials were well-
behaved at 900°C and are very promising. Additional evaluation
is being pursued by the Navy. National Aeronautics and Space
Administration ~NASA!, and Oak Ridge National Laboratory
~ORNL! at this time, and will be reported in future publications.

Effects of Long-Term Aging. Siemens-Westinghouse has
carried out long-term aging studies on COI’s Nextel 720 alumino-
silicate system. Samples were exposed up to 1000 h at tempera-
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tures ranging from 1000°C to 1200°C~Fig. 1! in air @10#. The data
indicates that the properties of the Nextel 720 composite are stable
for very long-term exposures~1000 h! up to 1000°C, then degrade
rapidly beginning at 1100°C. COI has carried out similar aging
studies for durations up to 100 h and temperatures up to 1200°C.
While the results were very similar to the Siemens-Westinghouse
data at 1200°C, the results at 1100°C differed substantially. COI’s

results indicated less than a 10 percent degradation in strength
after 100 h exposure to 1100°C. Siemens-Westinghouse found
over a 40 percent degradation in strength under the same condi-
tions. While the details of the results differ, the overall conclu-
sions are the same.

Along with the degradation in strength with temperature expo-
sure beyond 1100°C, there is a transition from fibrous to brittle
failure ~Fig. 2!. While the mechanism for the strength/
microstructural degradation has not been fully characterized, COI
currently believes that the primary loss in strength is a result of
additional matrix densification rather than fiber degradation. As
the matrix is further densified~through sintering! it shrinks, be-
comes stronger, and bonds more extensively to the reinforcement
fibers thereby degrading the toughness mechanism.

The data strongly suggests that COI’s alumino-silicate Nextel
720 system will not satisfy the 10,000 h 1200°C demands of next
generation gas turbine engines. The ‘‘Future Work’’ section
presents basic research COI has initiated on more refractory
oxide systems that are aimed at commercial gas turbine engine
applications.

Component Design and Manufacturing
COI’s process for manufacturing oxide–oxide CMCs is simple

and low cost. The fabrication process does not require repetitive
reinfiltration or pyrolyzation steps. No thin fiber coatings or exte-
rior oxidation protection coatings are required for COI’s baseline

Fig. 1 Tensile strength retention after 1000 h of exposure up
to 1200°C †10‡

Table 1 Features of different CMC fabric reinforcements

Table 2 Typical properties of Nextel 720 reinforced alumino-silicate CMC system

Table 3 Residual tensile strengths after fatigue and creep loadings in air
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alumino-silicate process. This lowers the fabrication costs and
eliminates coating compatibility and thermal stability problems.
Even ‘‘low cost’’ CMCs can be prohibitively expensive due to
tooling and complex stiffener arrangements. A conventional ap-
proach to fabricating a complex shaped component is shown in
Fig. 3.

The matrix is a viscous slurry that is prepregged into the fabric
and staged to a tacky consistency. Components are laid-up using
organic composite techniques and cured~dried! using low pres-
sures~,0.7 MPa! and temperatures~,150°C!. Composite parts
have sufficient strength at this point to be demolded. The final step
required is a free standing pressureless sinter of about 1150°C to
sinter the matrix to final density listed in Table 1.

We applied this process to a subscale liner to be tested by Solar
Turbines in San Diego, CA. This liner test has been used by Solar
to screen various CFCC’s for suitability in gas turbine engines@1#.
The liner COI produced was nominally 20 cm in diameter and 20

cm in length. The wall architecture was six plies, and about 1.65
mm thick. The manufacturing sequence is shown in the sequence
of photos, Fig. 4.

With the tooling in-hand, the time required to prepare the ma-
terial, lay-up and cure the composite, and trim the ends was six
working days. In a production environment, this could be reduced
even further, making this type of manufacturing process economi-
cally attractive.

Future Work
In May of 1998, COI was awarded a Phase I Small Business

Innovative Research~SBIR! contract by AFRL to investigate the
development of a low cost oxide matrix that is stable for long term
exposures to 1200°C. The primary objective is to develop and
demonstrate an oxide matrix composite using commercially avail-
able refractory fibers~Nextel 720! that will retain better than 90
percent of its original composite strength after 100 h of exposure
to 1200°C. The mechanical property goals were to achieve a 175
MPa tensile strength, 200 MPa flexural strength, and a 12 MPa
interlaminar shear strength in a zero degree warp aligned fabric
layup. Several oxide matrices were investigated including an alu-
mina and mullite based system. Preliminary Phase I results have
shown promise in the approach. Some early laminate test results
are in Table 4.

All of the laminates produced in the first iteration achieved
better than 90 percent strength retention after 100 h exposure to
1200°C. In Table 4 the strength retention of COI’s baseline Nextel
720 system is shown for comparison. The alumina based system
has shown better initial structural performance while the mullite
system showed better microstructural development. Both systems
showed very good strength retention properties. Future work will
focus on improving the strength and more extensively character-
izing the temperature stability of the materials. A follow-on to the
SBIR Phase I program has been awarded by AFRL. The Phase II
effort will involve research activities at AFRL, Siemens-
Westinghouse, Solar Turbines and ORNL.

Fig. 2 Fracture surfaces as fabricated „top-left …, and after 1000 h exposure to 1000°C „top
right …, 1100°C „bottom left …, and 1200°C „bottom right … †10‡

Fig. 3 COI’s CMC fabrication process
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Stress Relaxation Testing
as a Basis for Creep Analysis
and Design of Silicon Nitride
A new approach to tensile creep testing and analysis based on stress relaxation is de-
scribed for sintered silicon nitride. Creep rate data covering up to five orders of magni-
tude were generated in tests lasting less than one day. Tests from various initial stresses
at temperatures from 1250°C to 1350°C were analyzed and compared with creep rates
measured during conventional constant load testing. It was shown that at least 40 percent
of the creep strain accumulated under all test conditions was recoverable, and that the
deformation could properly be described as viscoelastic/plastic. Tests were conducted to
establish the level of repeatability and the effects of various thermomechanical histories.
It was shown that none of the prior exposures led to significant impairment in creep
strength. The results were used for three different grades to establish the value of the
accelerated test to compare creep strengths for acceptance and for optimization. Several
useful correlations were obtained between stress and creep rate. The systematic creep
rate dependence as a function of loading strain prior to relaxation provided a possible
basis for design in terms of a secant modulus analysis.@S0742-4795~00!02302-4#

Introduction
Ceramics offer a number of potential advantages for high tem-

perature components in gas turbines. Their low density, high stiff-
ness, low thermal conductivity and, in most cases, higher creep
strength at temperatures in excess of 1000°C, make them good
candidates for a number of components. The greatest payoff is for
those components which require the use of turbine air cooling,
such as first stage turbine blades and shrouds. Other components
which could substantially benefit from the replacement of super-
alloys are the combustor, transition piece and first stage turbine
nozzle. Tensile creep testing of ceramics can be difficult and ex-
pensive because of the need to use sophisticated specimen grip-
ping, precision extensometry and stable temperature control at
very high temperatures. However, a number of laboratories,
worldwide, are now developing the capabilities, and beginning to
report the results, of careful and accurate tensile creep tests on
engineering ceramics@1–3#. This requires a major commitment in
time and expense to generate the extensive data using traditional
creep testing of the many specimens necessary to provide a basis
for both statistical analysis and extrapolation to the required de-
sign life. Consequently, in recent years such studies have often
been part of major collaborative programs@4#.

An alternative approach to generating creep data, which is far
more efficient in terms of numbers of test specimens and test
duration, involves the generation of stress versus creep rate re-
sponses derived from stress relaxation tests~SRT!. This method-
ology was strongly promoted several years ago by Hart@5# as a
basis for his plastic equation of state, and has been developed and
applied subsequently to a wide variety of metallic materials@6–8#.
Very recently, it has been applied as part of a new framework for
materials development, design and remaining life assessment of
operating components@9#. This use of a high precision short time
stress relaxation test has also been successfully applied to creep
analysis for engineering polymers@10#.

Some preliminary work on stress relaxation testing of alumina

and silicon nitride has been reported@11,12#. This was sufficiently
promising to justify a more detailed study of a ceramic from a
design perspective using this methodology. Two of the most
promising monolithic silicon nitride materials have been evalu-
ated for stage one turbine stator shroud components for large util-
ity gas turbines with turbine inlet temperatures in the range of
1250–1300°C@4#. SN-88, supplied by NGK Insulators, Ltd., was
extensively tested and evaluated, and the results compared with
those generated in conventional creep tests@13#. The second ma-
terial, AS-800, was supplied by AlliedSignal Ceramic Compo-
nents, and results on an earlier vintage of this material have also
been reported@14#.

The AS800 has now been improved significantly compared
with previous vintages. The present work is a more comprehen-
sive study of new~1997! AS800. In addition to generating basic
data at temperatures between 1200°C and 1350°C and comparing
with the previous results, tests were conducted to examine repeat-
ability and the effects of prior thermomechanical exposures.

Experimental Procedure
Tests were performed at Oak Ridge National Laboratory on an

Instron electromechanical series 1380 test system fitted with self-
aligning grips, a 1500°C short furnace, and contacting capacitive
extensometry. Specimens, designed for use with the grips, were
165 mm long, and featured a reduced section of 40 mm and di-
ameter of 6 mm. Temperature calibration along a 25.4 mm gage
length was maintained and controlled to 1°C at temperatures to
1350°C. With the closed-loop strain control the set strain was held
to 61531026.

Standard procedure involved loading at a rate of 10 MPa/sec to
a prescribed stress and switching to strain control on the specimen
and monitoring the relaxation of stress. The stress versus time
response fitted to a fourth order polynomial was converted to a
stress versus creep strain-rate response by differentiating and di-
viding by the modulus measured on loading according to the
following:
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where
ee 5 elastic strain
ei 5 inelastic creep strain
et 5 total strain
s 5 stress
E 5 elastic modulus

This is, in effect, a self-programmed variable stress creep test.
Typically, a test lasting less than one day may cover up to five
decades in creep rate. The accumulated inelastic strain was usu-
ally less than 0.1 percent, so that several relaxation runs at differ-
ent stresses could be made on a single specimen with minimal
change in the mechanical state. Thus, an enormous amount of
creep data was generated in a short time on a single specimen.
Separate specimens were used for different temperatures of
1200°C, 1250°C, 1300°C, and 1350°C.

The test sequence involved relaxation runs from progressively
increasing set stresses. Each run was unloaded after approxi-
mately twenty hours and the residual strain was monitored for at
least two hours to measure any anelastic creep recovery.

Basic tensile and creep data on AS800 were obtained from
AlliedSignal Ceramic Components. These data were used to set
stresses for the SRT tests. All tensile testing had been done at the
University of Dayton, at a stressing rate of 150 MPa/sec. Round
bar creep testing was also done at the University of Dayton and
flat specimen testing was done at NIST. These data were used for
comparison and were not separately identified since there ap-
peared to be no systematic effect of specimen geometry.

The test matrix is described next.

1 1200°C, one-day tests at stress levels of 300 MPa, 350 MPa,
and 400 MPa

2 1250°C, one-day tests at stress levels of 250 MPa, 300 MPa,
and 350 MPa

3 1300°C, one-day tests at stress levels of 200 MPa, 250 MPa,
and 300 MPa

4 1350°C, one-day tests at stress levels of 150 MPa, 200 MPa,
and 250 MPa

5 1200°C, 3 one-day tests from 300 MPa for repeatability
6 1350°C, 3 one-day tests from 200 MPa for repeatability
7 Testing in sequence 1200°C at 350 MPa and 1350°C at 200

MPa
8 Testing in sequence 1350°C at 200 MPa and 1200°C at 350

MPa
9 Preexpose 20 h at 1250°C then test at 1200°C at 300 MPa

and 350 MPa.
10 Preexpose 20 h at 1300°C then test at 1200°C at 300 MPa

and 350 MPa
11 Preexpose 20 h at 1350°C then test at 1200°C at 300 MPa

and 350 MPa
12 1300°C, run test for three days at 300 MPa

The objectives were as follows:

• tests 1 to 4 were analyzed for basic design and comparison
with creep data

• tests 5 and 6 were to determine repeatability
• tests 7 and 8 examined the effect of temperature sequence
• tests 9 to 11 examined the effect of preexposure on creep

strength
• tests 12 was a longer test run

Results
Examples of the tensile curves at 1200°C and 1350°C are

shown in Figs. 1 and 2. In addition to the relaxation at a fixed
strain these figures also show the anelastic recovery which occurs
on unloading. During the two hour hold at near zero stress up to
50 percent of the accumulated creep strain recovered. During re-
laxation the strain was held within a band of approximately 3
31025, i.e., 615 microstrain. For a modulus of about 300,000

MPa this would lead to a stress uncertainty of64.5 MPa. An
example of the stress versus Ln time curves at 1200°C which
reflect these stress variations is shown in Fig. 3.

Examples of the derived log stress versus creep rate curves at
1200°C and 1350°C are shown in Figs. 4 and 5. These typically
cover nearly four decades in rate and show systematic dependence
on the initial stress. Figure 6 compares the derived data for three
successive tests from 300 MPa and 1200°C with that from the first
run in a separate specimen. Repeatability between the separate
specimens 5-1 and 1-1 is good. However, subsequent repeat tests
on the same specimen~5-2 and 5-3! indicate an appreciable effect
of prior history; the subsequent runs indicate lower creep rates of

Fig. 1 Stress-strain for specimen #1 1200°C

Fig. 2 Stress-strain for specimen #4 at 1350°C

Fig. 3 Stress relaxation in specimen #1 at 1200°C
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nearly a factor of ten. A similar effect is shown in Fig. 7 for tests
from 200 MPa and 1350°C. Tests 6-1, 4-2, and 8-1 on separate
specimens are quite repeatable, whereas 6-2 and 6-3 indicate a
substantial reduction in creep rate. In this sequence 4-2 is the
second run in a sequence but is from a higher stress than 4-1 and
apparently is not influenced by the first run in that case.

Figure 8 indicates there is no effect of test sequence for relax-

ation from 1200°C and 350 MPa and 1350°C and 200 MPa. This
result appears to indicate that for large changes of stress and tem-
perature prior history effects are wiped out. For thermal exposure
alone, however, a small systematic strengthening effect was ob-
served with increasing temperature of prior exposure for testing at
1200°C and 300 MPa~Fig. 9!. This systematic behavior was not
observed for the tests from 1350°C and may be within the level of

Fig. 4 Stress versus creep rate at 1200°C for specimen #1

Fig. 5 Stress versus creep rate at 1350°C for specimen #4

Fig. 6 Specimens 5 and 1 relaxed from 300 MPa and 1200°C

Fig. 7 Specimens 6, 4, and 8 relaxed from 200 MPa and 1350°C

Fig. 8 Effect of test sequence in specimens 7 and 8

Fig. 9 Effect of thermal exposure on relaxation from 300 MPa
and 350 MPa in specimens 1, 9, 10, and 11

208 Õ Vol. 122, APRIL 2000 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.119. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



repeatability. In no case in any series of these experiments was
there evidence that prior thermomechanical exposure could lead to
a reduced creep strength.

Discussion
Five areas are covered in this discussion: comparison with pre-

vious SRT results, comparison with Allied Signal creep data,
viscoelastic/plastic behavior, effect of prior thermal/mechanical
history, and creep design for silicon nitride.

Comparison With Other SRT Data. Comparisons were
made at three test temperatures with previously generated data for
silicon nitride on the GE/EPRI Ceramics for Gas Turbines Pro-
gram. Examples at 1200°C and 1300°C are shown in Figs. 10 and
11. The filled circles are the new data. In these figures AS800 is
an earlier vintage of the Allied Signal material and SN88 is from
NGK insulators. The current AS800 was clearly superior in creep
strength to both of the other tested materials at all three tempera-
tures. At the lowest stresses the creep rates were more than an
order of magnitude lower than those for the other materials.

Comparison With Allied Signal Creep Data. Creep data
were generated both on NIST dogbone specimens and ORNL but-
tonhead specimens. The data were supplied by John Pollinger of
Allied Signal and the creep rates were used in comparison with
the SRT data. No distinction was made between the two specimen
types in the comparison. The Allied Signal minimum creep rate
data at 1300°C are compared with two SRT tests from 300 MPa in
Fig. 12. Test #12 was a three day test and extended almost to

10210 s21. The creep data split the trends for the two SRT tests
and gave a stress exponent of 6.25. Test 3-3 has lower creep rates
after prior SRT tests at 200 MPa and 250 MPa than does test 12.
This result is consistent with the results shown in Figs. 6 and 7 in
that prior SRT runs lead to increased creep resistance. Less exten-
sive data at 1250°C and 1350°C gave stress exponents of 6.5 and
7.8, respectively.

Viscous ElasticÕPlastic Deformation. After unloading at the
end of the test the strain was monitored for two hours in each run
to estimate the anelastic recovery rate. Between one third and two
thirds of the accumulated inelastic strains were recovered during
this period. The fraction recovered did not clearly depend on test
temperature. However, there was some indication that a higher
fraction recovered in later tests of a series at increasing stress or
constant stress. These observations demonstrate that an appre-
ciable, and perhaps a major portion of the creep strain, is recov-
erable. It was found that the creep recovery could be empirically
fit to a time to the one third law quite well. This is illustrated in
Fig. 13 for specimen #12 at 1300°C.

In previous studies on similar material the first significant stress
relaxation and subsequent creep recovery was observed at 800°C
and progressively increased to 1300°C@14,13#. It appears that
linear elastic behavior may be assumed up to about 800°C and
that viscoelastic/plastic behavior becomes increasingly important
at higher temperatures.

For conventional creep testing the anelastic component would
affect the magnitude of the transient strain depending on the load-
ing rate as well as the temperature and stress. In addition, if much
of the creep strain is recoverable, then its magnitude is expected to
be history dependent. Even in metals, the relative contribution of

Fig. 10 Comparison data at 1200°C from 300 MPa

Fig. 11 Comparison data at 1300°C from 200 MPa

Fig. 12 Comparison with creep data at 1300°C

Fig. 13 Anelastic contraction at 1300°C
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anelastic strain to total creep strain increases as the stress de-
creases and may become significant under equipment operating
conditions. Therefore, unless a concerted effort is made to sepa-
rate the components of creep strain, the conventional creep analy-
sis could not provide a useful basis for analysis of non-steady test
conditions.

For viscoelastic flow, all or part of the inelastic creep strain is
recoverable. Whereas plastic shortening never occurs, anelastic
strain may lead to an extension on loading and a shortening or
contraction on unloading. Clearly, the extent of creep recovery is
going to depend on the stress, temperature and previous deforma-
tion history.

The fact that repeat runs at the same stresses~#5 at 1200°C and
#6 at 1350°C in Figs. 6 and 7! creep much more slowly than the
first run may be because of continued anelastic contraction stem-
ming from the previous test in each case. Since full recovery was
not allowed after the first run, some anelastic contraction is ex-
pected during the second run. This in turn would lead to the lower
than expected creep rates.

Whereas the importance of creep recovery is well recognized in
polymer design, it is usually ignored in metal design. On the basis
of the current experiments, it appears that the phenomenon may
be very important for ceramics design, at least for the silicon
nitride studied in this program.

Effect of Prior Thermal ÕMechanical History. The first run
tests in Figs. 6 and 7~e.g., #5-1 and #1-1, and #6-1 and #8-1!
indicate good repeatability in separate specimens. However, sub-
sequent tests on the same specimen at the same stress for both
1200°C and 1350°C show a reduced creep rate~e.g., #5-2,3 and
#6-2,3!. As indicated above this most likely stems from the com-
plexity of anelastic deformation. However, for large changes in
test conditions there is no effect of test sequence history. This is
clearly shown in Fig. 8 for tests between 1200°C and 1350°C. The
fact that testing at 1200°C has no significant effect on the re-
sponse at 1350°C may be easier to accept than the reverse se-
quence, but the results are clear. Figure 9 shows, especially for the
first run from 300 MPa, that unstressed thermal exposure may
lead to reduced creep rates at 1200°C. It is interesting to note that
in no case did prior thermal or thermal/mechanical treatment lead
to a significant reduction in creep strength. Figure 12 shows an-
other example where the third run in a test sequence, #3-3, has a
higher creep strength than the first run from the same stress, #12.

Creep Design for Silicon Nitride. Creep testing and analysis
of ceramics have tended to follow methods and procedures devel-
oped for metallic materials. Thus parametric correlations of mini-
mum creep rates and rupture times are normally used as bases for
comparison and optimization. These have required the use of ex-
pensive and time consuming tests. Moreover, because of the ma-
jor contribution of anelastic strain to creep deformation the meth-
odology may not be appropriate. The phenomenology and the
mechanism of deformation in polymers are recognized to be quite
different from those in metals. The dominant role of viscoelastic-
ity in polymers, with complete recovery of strain after unloading
possible in many situations, has led to different design approaches
@15#. Based on the current and previous tests@14,13# it is believed
to be more appropriate to draw from these approaches rather than
the traditional approaches to metallic alloy mechanical design.
Thus, the ceramic is viewed as a viscoelastic/plastic material.

Polymer components are often designed using a Pseudo Elastic
Method. The classical equations for the design of springs, beams,
plates, cylinders etc. have all been derived under the assumptions
that:

1 the strains are small
2 the modulus is constant
3 the strains are independent of loading rate or history and are

immediately reversible
4 the material is isotropic

5 the material behaves the same way in tension and compres-
sion

In the Pseudo Elastic Method appropriate time-dependent val-
ues of properties such as modulus are selected and substituted into
the classical equations. It is common to generate stress-strain
curves as a function of rate~or time! either directly or indirectly.
The latter may be done by crossplotting using constant time sec-
tions through conventional creep curves. These produce isochro-
nous curves. Alternatively, pseudo stress-strain curves as a func-
tion of strain rate or stress rate may be generated from stress
relaxation tests in polymers@10# or ceramics@14#. The appropriate
time-dependent modulus is then the stress divided by the strain for
a particular strain. This is referred to as the secant modulus.

In the previous studies@14,13# it was shown that stress relax-
ation was insignificant up to about 800°C and that a linear elastic
design analysis based on a tangent~Young’s! modulus was appro-
priate. At higher temperatures it is proposed that an elastic
analysis using a time dependent secant modulus may be most
appropriate.

To generate the secant modulus curves it was first necessary to
plot pseudo stress strain curves. These could be done either as a
function of inelastic~creep! strain rate or stress rate. The latter
was chosen since it is much easier, if necessary, to run actual tests
under stress rate control. Also, since the initial loading was under
stress rate control this allowed an additional high rate point to be
included. The procedure involved curve fitting of derived stress
versus stress rate curves. These were then used to generate pseudo
stress-strain curves as a function of stress rate as shown in the
example at 1350°C in Fig. 14. The secant modulus values for each

Fig. 14 Pseudo stress strain curves for specimen #4 at 1350°C

Fig. 15 Secant modulus for #4 at 1350°C
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of the three tests at each temperature were then plotted against
pseudo time~stress divided by stress rate!. It was found that there
appeared to be no clear effect of strain~see Fig. 15 at 1350°C!.
Accordingly, all the results of secant moduli could be plotted on
unique temperature dependent but strain independent curves ver-
sus log time. The resulting plot is shown in Fig. 16.

Time-dependent design in this approach would simply use
pseudo elastic analysis with the appropriate modulus being se-
lected from Fig. 16. For example, the value at one year indicates
that the allowable tensile loading at 1250°C for a strain of 0.1
percent would be 115 MPa~i.e., 115 GPa30.001).

Conclusions

1 Stress relaxation tests with a strain control to61.531025

were successfully conducted to produce stress versus creep rate
curves covering between three and four decades in rate.

2 After unloading, all tests showed between 40 percent and 60
percent recovery of the inelastic strain in two hours, demonstrat-
ing the importance of viscoelasticity in the overall deformation.

3 Prior SRT testing, depending on the particular test se-
quence, either had no effect or resulted in increased creep strength
~reduced creep rate!.

4 Prior thermal exposure also resulted in increased creep
strength.

5 None of the prior exposures led to a reduction in creep
strength. This offers a new perspective on remaining life assess-
ment of components.

6 An SRT test conducted at 1300°C for three days clearly
showed a sigmoidal shape.

7 Comparison with previous data on silicon nitride indicated
that the present material is the strongest tested so far.

8 Long time creep data on similar pedigree material showed
comparable creep rates.

9 Creep recovery at a fixed stress obeyed a time to the one
third law quite well.

10 Pseudo stress strain curves were constructed as a function of
stress rate. These were used to measure secant modulus values
which were found to be essentially independent of strain for a
fixed time.

11 It was proposed that a master plot of secant modulus versus
log time could be used in a pseudo elastic design framework for
silicon nitride at temperatures above about 800°C.
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Exposure of Ceramics and
Ceramic Matrix Composites in
Simulated and Actual Combustor
Environments
A high-temperature, high-pressure, tube furnace has been used to evaluate the long term
stability of different monolithic ceramic and ceramic matrix composite materials in a
simulated combustor environment. All of the tests have been run at 150 psia, 1204°C, and
15 percent steam in incremental 500 h runs. The major advantage of this system is the
high sample throughput;.20 samples can be exposed in each tube at the same time
under similar exposure conditions. Microstructural evaluations of the samples were con-
ducted after each 500 h exposure to characterize the extent of surface damage, to calcu-
late surface recession rates, and to determine degradation mechanisms for the different
materials. The validity of this exposure rig for simulating real combustor environments
was established by comparing materials exposed in the test rig and combustor liner
materials exposed for similar times in an actual gas turbine combustor under commercial
operating conditions.@S0742-4795~00!02402-9#

Introduction
Continuous fiber-reinforced ceramic matrix composites

~CFCCs! are being developed to replace several metal compo-
nents in industrial stationary gas turbines. One such application
that has received a significant amount of attention in the past few
years is the uncooled CFCC combustor liner. The use of CFCC
materials for this component can result in significantly decreased
CO and NOx emissions even at increased combustor wall tem-
peratures; i.e.,;1200°C or higher@1#.

In May 1997, Solar Turbines began field tests of its Centaur
50S natural gas engine fitted with first stage monolithic ceramic
blades and CFCC combustor liners at Atlantic Richfield Company
~ARCO! Western Energy, Bakersfield, CA@2,3#. This test was a
major milestone for Solars’ Ceramics for Stationary Gas Turbines
~CSGT! Program under the sponsorship of the U.S. Department of
Energy ~DOE!. It was also one of the first application-specific
tests under DOE’s CFCC Program.

Full acceptance of ceramic materials for this particular applica-
tion, however, is still a daunting task. There is a lack of long-term
exposure/testing data for many of the commercially-available and
proprietary CFCC materials, especially in corrosive environments
similar to those encountered in an actual turbine combustor. It is
desirable to use a laboratory test to screen the viability of the
different CFCC compositions; using actual CFCC combustor lin-
ers ~even sub-scale! in real engine tests to generate data is an
exceptionally expensive undertaking. Prior knowledge of a
CFCC’s stability is extremely important before placing that mate-
rial in a field test. Burner rig studies have been conducted on
different SiC materials@4,5# however, these tests are somewhat
limited in that only a few samples can be exposed simultaneously
and typical runs are only 100 h. Long term data is then extrapo-
lated from the 100 h results. No burner rig data are currently
published for SiC-based composites. Since the operating lifetime
goal for the CFCC combustor liners will ultimately be.30,000 h,

a complete understanding of the microstructural stability for the
many CFCC materials after long exposures in these environments
is critical for their future placement in this application and other
hot-section components.

The major goals of this program were twofold:~1! to provide a
means for exposing large numbers of different CFCC materials to
a simulated combustor environment for long periods of time~ini-
tially up to at least 3000 h! and ~2! to determine the primary
degradation/recession mechanisms for individual CFCC composi-
tions as a function of time at the maximum temperature the CFCC
liners experience during engine tests. This is being accomplished
using a high-temperature, high-pressure, tube furnace which was
originally constructed to conduct corrosion/leak tests on ceramic
materials for a steam reformer application@6#. This furnace per-
mits simultaneous exposure of many specimens at temperatures
up to 1550°C and pressures as high as 500 psia. As described
below, the Oak Ridge National Laboratory~ORNL! rig has been
used to successfully duplicate the materials degradation/recession
observed for a 1000 h field test of a CFCC combustor liner run in
a Solar Turbines Centaur 50S engine at ARCO Western Energy
~referred to as the ARCO test!. Microstructural analyses of the
CFCC liners removed from the ARCO test as well as samples
from the first exposure tests~verification runs! in the ORNL rig
will be described here.

Experimental Procedure
The ORNL rig consisted primarily of a furnace and gas supply

system@6#. The furnace, capable of operating at temperatures up
to 1550°C, accommodated six vertically loaded, 8.9 cm diameter
tubes, two of which were dedicated to this study. The 1.2 m long
tubes, used to hold the samples and contain the pressurized test
atmosphere, were composed of SiC~Hexoloy SA™!. The tubes
were supported by a metal flange which also provided a gas-tight
seal. A combination of flexure and tensile CFCC specimens were
loaded into a 3.2 cm diameter alumina carrier tube which was then
inserted into the SiC tube and suspended at the top by the flange.
A ‘‘slow flow’’ gas supply system provided a pressurized mixture
of steam and premixed gas to each tube. A schematic of a SiC
tube assembly is shown in Fig. 1 and a typical specimen loading
configuration for the alumina carrier tube is shown in Fig. 2. Each
alumina tube can hold as many as 30 combined tensile and flexure
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specimens. In order to best simulate the combustor environment,
all tests were conducted in air at 1204°C~2200°F!, 15 percent
water vapor~balance air!, and 150 psia. Each test was run for 500
h, after which the specimens were carefully removed, weighed
and measured, and selectively cut for microstructural analysis.
Depending on the amount of degradation observed, the specimens
were either placed back in the furnace for additional 500 h expo-

sures under the same conditions or removed from the test. In this
way, the most promising materials could be exposed for very long
times and new materials could replace less stable materials re-
moved from the tests.

The CFCC liners from the ARCO field test were used as the
microstructural ‘‘standard’’ for the first several runs in the ORNL
rig. The ability of the ORNL rig to simulate a combustion envi-

Fig. 1 Schematic of SiC tube and gas assembly in ORNL rig. Fur-
nace holds six vertically loaded tubes.

Fig. 2 Alumina carrier tube that holds tensile and flexure specimens
for exposure in ORNL rig
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ronment and reproduce the microstructural damage observed in
the ARCO liners was one of the most important goals of this
study. The dimensions of the inner and outer liners used in the
ARCO test were nominally 33 cm and 76 cm in diameter, respec-
tively, with a height of 20 cm and a thickness of 2.5 mm. The
outer surface of the inner liner and the inner surface of the outer
liner were the working surfaces of the two liners. Both the inner
and outer liners were made of AlliedSignal Composites Inc.~ACI!
Enhanced SiC/SiC CFCC which had Ceramic Grade~CG! Nica-
lon™ fibers, a pyrocarbon interfacial coating, a SiC matrix pro-
duced by isothermal chemical vapor infiltration~CVI!, and a thin
~;60 mm thick! SiC seal coat@7#. This material was selected to be
used in the first field test because of its performance in several 100
h sub-scale combustor tests at Solar Turbines@8#. During the
ARCO test, the liners were periodically inspected for surface
damage about every two weeks using a borescope. The extent of
damage, usually in the form of visible changes in surface color or
structure, dictated the point at which the liners were removed
from the engine test. In the case of the ARCO test, the engine test
was actually stopped after;948 h as a result of foreign object
damage~FOD! and subsequent failure of the monolithic ceramic
blades. Visual inspection of the liners showed considerable sur-
face damage and the decision was made to remove them from the
test for examination. Both liners were still completely intact.

The engine tested liners were first sent to Argonne National
Laboratory ~ANL ! for non-destructive evaluation~NDE!. After
NDE, both liners were sent to ACI where tensile specimens~all
residual strength measurements were performed at ACI! and sec-
tions for microstructural analysis were cut. ORNL received a total
of three 2.54 cm wide sections; two full~top to bottom! sections
from the outer liner and one full section from the inner liner, as
illustrated in Fig. 3. Several samples were cut from each section at
ORNL with each sample representing different amounts of visu-
ally observed surface damage. Metallographic cross-sections were
prepared from each to examine damage as a function of depth
from the exposed surface. The samples were structurally and com-
positionally analyzed using an electron microprobe equipped with
energy and wavelength dispersive spectrometers. Selected
samples were also prepared for transmission electron microscopy
to determine the extent of thermal damage to the fibers.

The primary purpose of the first few ORNL rig exposures was
to verify the ability of these tests to simulate the combustor envi-
ronment. Enhanced SiC/SiC tensile bars, which were co-
processed with the ARCO liners~and thus assumed to have the
same starting microstructure! were exposed in two successive 500
h runs to match the total time that the ARCO liners were engine
tested. SiC Hexoloy SA™ flexure bars and several different Si3N4
bars were also included as standards in order to assess the oxida-
tion kinetics of known materials. The oxidation behavior of these
monolithic ceramics in the presence of water vapor, albeit at
lower pressures, has been well documented in the literature~see,
for example,@9,10#!.

After each 500 h exposure, the specimens were removed from
the ORNL rig, weighed, and sectioned. Microstructural examina-
tions were systematically conducted to measure oxide product
thickness and surface recession. It was determined from these
initial runs that the weight and dimensional measurements were
not reliable as a result of unavoidable handling during removal
from the furnace. Such handling could result in loss of oxide
product. Thus, microstructural measurements were used to deter-
mine the oxidation kinetics.

Results and Discussion

Microstructural Analysis of ARCO Liners. Visual inspec-
tion of the ARCO liners after 1000 h showed ‘‘white’’ areas on
the working surfaces of both the inner and outer liners. These
white areas were initially observed on the exposed liner surfaces
after ;500 h during a visual borescope inspection. The localized
white spots on the outer liners corresponded directly with the 12
injector impingement areas on the inner surface of this liner. The
white spots indicated a range of localized temperatures since the
surfaces between and around these white spots appeared relatively
unchanged. The exposed surface of the inner liner, in particular,
exhibited severe damage over most of its surface. Figure 4 shows
the inner surface of the outer liner; note the localized white dam-
aged regions that corresponded directly with the injector impinge-
ment areas.

Microstructural examination of the inner liner showed that sig-
nificant surface recession occurred during the ARCO test. As
shown in Figs. 5~a! and 5~b!, comparing sections of the inner liner
from the top surface~CFCC exposed to the lowest temperature
during the engine test! and from the center of the exposed surface
of the inner liner~near maximum damage area!, respectively, re-
cession of about 20 percent of the inner liner thickness was ob-

Fig. 4 Portion of the inner surface of outer liner; note two of
the localized white damaged regions that corresponded di-
rectly with injector impingement areas „arrows …

Fig. 3 Schematic of specimens cut from inner and outer CFCC
combustor liners after ARCO test
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served and another 25 percent of the CFCC exhibited microstruc-
tural damage~see arrows in Fig. 5~b!!. The damage assessment
indicated that not only was the protective SiC seal coat~initially
;60 mm thick! completely removed during engine testing, but the
CFCC constituents themselves had reacted to form a low melting
point glass at the liner surface. The oxidation of the SiC seal coat
~and matrix! resulted in the rapid formation of surface silica; the
silica then formed volatile reaction products in the water contain-
ing environment@11,4# resulting in accelerated SiC recession. The
projected CVD SiC recession after 1000 h under lean-burn condi-
tions, estimated from burner rig studies performed at NASA
Glenn, is;150mm at 1200°C, 0.6 atm H2O, and a gas velocity of
33 m/s @4#. The maximum temperature during the ARCO test
could not be accurately measured since the thermocouples failed
in the early stages of the field test. However, based on the inter-
mittent visual inspections of the liners during the ARCO test, the
seal coat on the inner liner~and locally on the outer liner! was

breached relatively early in the test indicating that the temperature
was;1200°C, and possibly as high as 1260°C at the hot spots on
the inner liner.

Typical microstructural damage observed at the outer surface of
the inner liner is shown in Fig. 6. Large ‘‘pools’’ of glass were
observed; the CG Nicalon™ fibers and associated matrix constitu-
ents reacted with the glass and entire fibers tows were consumed
during glass formation~as shown in Fig. 7!. While most of the
glass was primarily silica, small amounts of boron were found in

Fig. 6 Typical microstructural damage observed at the outer
surface of the inner liner. Arrows indicate areas of ‘‘pooled’’
glass observed throughout damaged region.

Fig. 7 CG Nicalon™ fibers were consumed during extensive
matrix glass formation within damaged regions near exposed
surface of inner liner. Arrows indicate fibers at different stages
of reaction with glass.

Fig. 5 Microstructural damage at outer surface of inner liner
after the ARCO test. „a… Section of liner taken from top „cooler …
edge of liner showing intact SiC seal coat and non-damaged
composite, and „b… section taken from center of exposed sur-
face showing significant surface recession, loss of most of the
seal coat, and extensive composite damage below the surface.
Damage regions below surface consist primarily of reacted ma-
trix constituents that form glass and loss of fibers.
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these areas~additional matrix constituents were the source of the
B!, which caused a reduction in the glass melting point. Matrix
constituents containing boron therefore contributed significantly
to the glass formation. Similarly damaged areas were also identi-
fied well below the exposed surface of the inner liner~arrows in
Fig. 6! and were primarily associated with areas of large porosity
~these composites typically were only about 85–90 percent
dense!, indicating significant oxidation in these areas also. Forma-
tion and subsequent recession of the glass product was the pri-
mary degradation mechanism of the outer surface of the inner
liner. The process was accelerated by the damage formed below
the surface.

Evaluation of the injector impingement areas on the inner sur-
face of the outer liners showed similar microstructural damage as
that observed on the inner liner, albeit to a much lesser extent; the
SiC seal coat was completely removed in these localized areas,
but only the top CG Nicalon™ fiber ply was adversely affected, as
shown in Fig. 8. In the areas surrounding the injector impinge-
ment regions, the SiC seal coat was somewhat thinned~the thick-

ness of the remaining seal coat depended primarily on the local
temperature!, but remained intact. The surfaces of pores below the
liner surface were oxidized~this was most pronounced below the
injector impingement areas! and in many instances, matrix and
fiber damage around these pores was observed well into the bulk
of the underlying CFCC. Clearly, on both the inner and outer liner
working surfaces, the ‘‘white areas’’ indicated complete loss of
the protective SiC seal coat. This will be used in future borescope
inspections as an indication of the point at which the protective
seal coat is breached.

Verification of ORNL Steam Rig for Simulating Combustor
Environment Corrosion. Two types of Enhanced SiC/SiC
samples were included in the initial run of the ORNL rig: tensile

Fig. 8 Typical microstructural damage observed at the inner
surface of the outer liner after the ARCO test. Microstructural
degradation was similar to that observed for the inner liner.

Fig. 9 Surface of Enhanced SiC ÕSiC specimen after 500 h ex-
posure in ORNL rig. Material was co-processed with CFCC lin-
ers in ARCO test. Specimen geometry contributed to signifi-
cant glass formation at cut Õopen edges.

Fig. 10 A comparison of cross-sections of the „a… as-
processed Enhanced SiC ÕSiC material, and „b… the Enhanced
SiCÕSiC CFCC after exposure in the ORNL rig for 500 h. Com-
pare localized microstructural degradation „reacted matrix con-
stituents … in Fig. 10 „b… „indicated by arrow … to inner liner deg-
radation shown in Fig. 6.
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bars of material co-processed with the ARCO liners which had a
SiC seal coat thickness of;60 mm and a similar composite with
a much thicker;300 mm SiC seal coat. The second material
provided additional data for the rig assessment; kinetic data for
CVD SiC could be accumulated in addition to data for SiC~Hex-
oloy SA™! for comparison with existing burner rig data@4,9#.
The primary goal of the first two ORNL runs, however, was to
verify that the ORNL rig could reproduce the microstructural deg-
radation observed in the liners after the ARCO test.

Visual inspection of the Enhanced SiC/SiC tensile specimen
after the first 500 h run showed that all the surfaces were covered
with a white oxide product and glass bubbles. An important ob-
servation made after the first 500 h exposure was that extensive
degradation occurred at cut or open surfaces of the specimens.
These areas had to be carefully avoided during microstructural
evaluation since these could lead to excessive amounts of materi-
als degradation that would not be representative of the extent of
damage found in combustor liners~which have no open or cut
ends!. Figure 9 is a photograph of the Enhanced SiC/SiC speci-
men removed after 500 h. Note the excessive amount of glass
protruding from the surface cut after the test; not only is there
usually no seal coat on these ends, but the exposed fiber ends and
open areas into the matrix contribute to accelerated degradation.
The specimen for microstructural analysis was cut at least 1 cm
below this open surface.

Cross-sections of the as-processed Enhanced SiC/SiC compos-
ite before and after exposure in the ORNL rig for 500 h are shown
in Figs. 10~a! and 10~b!, respectively. The SiC seal coat was fully
oxidized across the specimen surface and fiber tows below the
surface showed areas of constituent reaction~arrows in Fig.
10~b!!. The damaged composite areas in the ORNL-exposed
specimen were structurally similar to those observed for the same
material after the ARCO test~see Fig. 6!; localized areas of con-
stituent reaction~glass formation! are noted in Fig. 10~b!. The
same specimen was placed back in the ORNL rig for an additional
500 h, thus exposing the material for approximately the same
amount of time achieved in the ARCO test. After 1000 h in the
ORNL rig, the microstructural degradation was extensive, as

shown in Fig. 11, and was nearly identical to that observed for the
same material engine tested at ARCO. There was significant glass
formation at the surface.

The Enhanced SiC/SiC sample with a thick CVD SiC seal coat
was used to determine the CVD SiC oxidation/recession rate in
the ORNL rig. Figure 12 shows the oxidation of the SiC seal coat
for three sequential 500 h exposures. It was determined from di-
rect microstructural measurements that the SiC seal coat recessed
by oxidation at a maximum linear rate of approximately 45mm/
500 h. Clearly, the oxidation/recession rate of the SiC was accel-
erated in the ORNL rig compared to rates reported previously for
CVD SiC exposed at lower water vapor pressures@12,13#. A com-

Fig. 11 Microstructural degradation of Enhanced SiC ÕSiC
CFCC after exposure in the ORNL rig for 1000 h. Compare mi-
crostructural degradation „reacted matrix constituents … in Fig.
11 „indicated by arrow … to inner liner degradation in Fig. 6.

Fig. 12 CVD SiC seal coat oxidized for 500 and 1000 h. It was
determined from direct microstructural measurements that the
SiC seal coat recessed by oxidation at a linear rate of approxi-
mately 45 mmÕ500 h.
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plete kinetic analysis of this phenomenon is currently ongoing. It
is interesting to note that most of the silica formed on the speci-
men surfaces during exposure in the ORNL rig was not removed
by volatilization as it would be at higher gas flow velocities@4#.
However, the bulk of this silica is not protective against ongoing
oxidation and the rate of SiC recession is sufficiently high to
compromise the seal coat and allow for extensive composite dam-
age in approximately the same amount of exposure time as found
in the ARCO test. This is evident in the depth of the damage
observed in the Enhanced SiC/SiC composite after exposure in the
ORNL rig; the amount of material lost is not indicative of total
damage because the environment penetrates into the composite
and causes the same type of microstructural degradation below the
surface.

Conclusions
Comparison of results from laboratory and combustor expo-

sures demonstrated that the ORNL rig provides a valid simulation
of CFCC microstructural degradation at a rate which is compa-
rable to that observed in actual combustor environments. The rig
allows for the necessary high sample throughput to assess damage
accumulation and corrosion mechanisms for extended periods of
time.
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A New Technique for Identifying
Synchronous Resonances Using
Tip-Timing
Non-contact measurement of vibration at turbomachinery rotor blade tips using blade
tip-timing has become an industry-standard procedure. Current research focuses on
analysis methods for interpretation of the measured vibration data from a limited number
of probes. The methods are classified by the form of the vibration they can identify.
Identification of asynchronous response amplitude and frequency is well documented.
Whilst a method for identifying maximum synchronous resonance amplitude has existed
since the early 1970s, there is no published evidence of a method for directly identifying
frequency or engine order using a small number of probes. This paper presents a new
analysis method for identifying synchronous resonance engine order using two tip-timing
vibration measurements. The measurements are made at different locations on the turbo-
machinery casing using a minimum of two probes. A detailed description of the method
and results from its practical application are given. The potential of the method to identify
the amplitude and frequency of close modes, not possible with current methods, is dem-
onstrated. The effect of blade mistuning on the accuracy of the method is investigated.
Existing synchronous response analysis methods and the new method presented here give
the response amplitude and frequency after the resonance has been traversed. Real-time
identification of synchronous response amplitude and frequency would allow tip-timing to
be used as a safety monitor of all blades. Real-time methods, their limitations and prac-
tical application are discussed. The future use of tip-timing as the dominant vibration
measurement system is discussed with reference to experience on measurements made
solely with tip-timing on assemblies with undefined vibration characteristics.
@S0742-4795~00!02602-8#

1 Introduction
Rotating blade vibration measurements are a key part of any

turbomachinery research and development program. Contacting
measurement techniques, such as strain gauges, are well estab-
lished but monitor a limited number of blades, are costly and time
consuming to install, have a limited operating life and can inter-
fere with the aerodynamic and mechanical properties of the as-
sembly. Tip-timing is a non-contacting measurement technique
which uses casing mounted probes to determine the vibration of
all blades. The technique uses the time at which the blade tips
pass the probes to give the blade vibration at the probes. Whilst
tip-timing can completely characterize rotating assembly vibration
using many probes as demonstrated by Endoh et al.@1#, routine
application requires a limited number of probes per rotor stage
~normally 3 or 4!. Typically, tip-timing is used to confirm vibra-
tion of assemblies and their derivatives already characterized us-
ing strain gauges or when measurements using strain gauges are
impractical or untimely.

The typical elements of a tip-timing system are shown in Fig. 1
and are~i! the acquisition of raw arrival time data by a number of
stationary probes placed in the casing,~ii ! the derivation of char-
acteristic vibration parameters, such as blade displacement from
the measured data, and~iii ! the analysis of the characteristic pa-
rameters to describe the vibration properties of the bladed-disk
assembly.

The reluctance to use tip-timing for primary vibration measure-
ment results from the limited capabilities and unreliability of the

technique when a limited number of probes are used. The focus of
research in recent years has been to enhance and supplement the
tip-timing data analysis methods to give capability comparable to
strain gauges and improved results reliability. As capability and
reliability have improved, confidence in use of the technique has
risen and it is now routinely used as an adjunct to or instead of
strain gauges. The capabilities of current tip-timing analysis tech-
niques using two independent measurements of blade vibration

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Indianapolis, IN, June
7–10, 1999; ASME Paper 99-GT-28. Manuscript received by IGTI March 9, 1999;
final revision received by the ASME Headquarters January 3, 2000. Associate Tech-
nical Editor: D. Wisler. Fig. 1 Typical blade tip-timing system elements
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~parameters! are summarized in Table 1. A detailed review of all
these analysis methods was performed by Heath and Imregun@2#.
The capability of the analysis methods clearly depends on the
assembly vibration type, synchronous and asynchronous. Syn-
chronous~or integral order! resonances are assembly modes that
are excited at multiples of the rotational speed. Asynchronous
resonances are mainly due to aerodynamic instabilities such as
rotating stall and flutter.

Improved methods for identification of synchronous vibration
are necessary for tip-timing measurements using a limited number
of probes to be comparable to those from strain gauges. These
methods are a key part of tip-timing research. This paper details a
new ‘‘two parameter analysis method’’ for identifying synchro-
nous vibration frequency when the assembly speed traverses a
resonance. Experience with methods for identifying synchronous
vibration at constant speed are discussed and current and future
research outlined.

2 Synchronous Vibration Analysis Methods
Synchronous response analysis methods have been classified as

direct and indirect. Direct analysis methods use a number of re-
sponse measurements from each assembly rotation to identify the
instantaneous assembly vibration characteristics. It is assumed
that assembly operating conditions are approximately constant for
each measurement set. These methods have the potential of iden-
tifying continuous amplitudes for single or multiple resonances in
real-time.

Indirect analysis methods use response measurements from
each assembly rotation as a synchronous assembly resonance is
traversed. These methods typically give the maximum resonance
amplitude and frequency for the speed range over which the reso-
nance occurs. As the assembly response is synchronous, the en-
gine order of the response remains constant as the resonance is
traversed. The actual response frequency is the product of the
assembly rotation frequency and response engine order. Typically,
indirect methods give the engine order of the resonance and a
mean value of the associated frequency has to be calculated from
the assembly rotation speed range over which resonance occurs.

2.1 Indirect Amplitude Identification Analysis Methods.
Prior to this research program, a single indirect method proposed
by Zablotsky and Korostelev@3# was a de-facto standard method
for determining the amplitude of single synchronous resonances,
with recent applications being reported by Chi and Jones@4#. The
analysis technique is based on measuring a single tip response
parameter, such as displacement~or velocity, or acceleration!, us-
ing a minimum of one probe. The method requires the resonance
to be excited by varying the assembly rotation speed in such a
way that the assembly is forced to traverse the resonance of inter-
est. The form of the measured displacement versus rotational
speed characteristic depends on the position of the measurement
probe relative to the assembly forcing function. Typical plots at
different measurement positions for the same forcing term are
shown in Fig. 2.

It is usually assumed that the maximum~zero-to-peak! resonant
response amplitude is given by the maximum-to-minimum values
of the measured displacement versus speed characteristic. It is
further assumed that this value is independent of the location of
the measurement point. The mathematical basis of the Zablotsky
and Korostelev method is described by Heath and Imregun@5#. It
has also been shown by Heath and Imregun@5# that there are
inherent errors associated with such assumptions but that the mag-
nitude of these errors is acceptable for practical measurements and
can be corrected if necessary.

The shape of the measured displacement versus speed plot is a
determined by the location of the measurement probe. For the
purposes of this paper, the angular location of the probes refers to
a fixed position expressed in terms of the wavelength of the re-
sponse. Consider a forced response of ordern and two probes
separated by an anglea on the resonance. This corresponds to an
angular separation ofa/n on the casing.

2.2 Indirect Frequency Identification Analysis Methods.
Measurements using a number of probes equally spaced around
the casing have been reported, Zielinski and Ziller@6#. These sys-
tems are truly direct analysis methods as they give response am-
plitude and frequency using Fourier analysis over a number of
rotations. Determination of response frequency uses theoretical
predicted values and with a limited number of probes the method
is insensitive to certain response orders. Installation of equally
spaced probes can be impractical and theoretical predictions may
be inaccurate such that the method has limited usefulness for gen-
eral turbomachinery applications. It is, however, able to resolve
low response amplitudes by virtue of using Fourier analysis.

As part of an on-going research program, a new indirect analy-
sis method capable of identifying resonance order using two re-
sponse measurements and a minimum of two probes has been
developed. The method does not rely on theoretical vibration re-
sponse predictions and has been successfully applied to measure-
ments from operating turbomachines. Current partially automated
implementations of the method are not suitable for real-time iden-
tification of resonance order. The method uses two response mea-
surements on the same axial line and has been designated the
‘‘ two parameter method.’’

2.2.1 Description of Two Parameter Analysis Method.The
two parameter method was developed from observation of two
measurements of a synchronous resonance from probes on the
same axial position on the assembly casing. It was developed

Table 1 Current two parameter analysis method capability

Fig. 2 Comparison of actual and measured response ampli-
tudes for different measurement positions
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using a multi-degree-of-freedom numerical simulator, which in-
cludes the structural and geometric properties of the bladed-disk
assembly, the external forcing terms and the characteristics of the
optical probe.

Consider two probes denotedA andB located on the assembly
periphery. ProbeA is located before probeB in the direction of
assembly rotation and angular measurements are positive in the
direction of rotation. Let probeA be at angular position,uA on the
assembly periphery and letDu be the angular spacing between
probesA andB. Given that the assembly vibration response dis-
placement amplitude at the probesxA and xB can be calculated
from the timing measurements. For a synchronous resonance of
ordern, xA , andxB are given by

xA5A~v!cos~nuA1c~v!!1C (1)

xB5A~v!cos~nuA1c~v!1nDu!1C, (2)

whereA(v) andc~v! are the amplitude and phase of the assem-
bly response andC is a constant offset. IfDc is the angular
separation of the measurements on the resonance, Eq.~2! can be
rewritten as

xB5A~v!cos~nuA1c~v!1Dc!1C. (3)

When the sensor spacingDc on the resonance is 90 deg,~3!
becomes

xB52A~v!sin~nuA1c~v!!1C. (4)

For a single-degree-of-freedom system, a polar plot of the sys-
tem’s response forms a circle as the resonance is traversed. Such
a situation is shown in Fig. 3 by considering variations in the
excitation frequency and the resulting response amplitude and
phase.

The polar plot of Fig. 3 and the form of~1! and~4! mean that a
plot of xA againstxB will also describe a circle if the assembly
response can be approximated to that of a single-degree-of-
freedom system and the probes are separated by 90 deg on the
resonance. Tuned synchronous resonances can be modelled using
a single-degree-of-freedom system and a plot ofxA againstxB for
a 90 deg spacing will be a circle. The location of the circle relative
to the plot origin will be determined by the fixed offsetC which
may be different at each probe. The location of the point on the
circle corresponding to excitation frequencies significantly away
from resonance will be determined by the angular position of the
probes relative to the resonancenuA .

Equations ~1! and ~3! were used with a single-degree-of-
freedom system response model forA(v) and c~v! with zero
offset,C, to produce plots ofxA versusxB for various probe spac-
ings on the resonance with frequencies which traverse the reso-
nance frequency defined by the single-degree-of-freedom model,
Fig. 4.

The plots in Fig. 4 were termed ‘‘two-parameter’’ plots and
described using the following terms:

Major axis 5 straight line joining the two points fur-
thest apart on the plot

Minor axis 5 maximum length straight line joining two
points on the plot normal to the major
axis

Major axis angle 5 angle between major axis and horizontal
plot axis

Axis ratio 5
length of minor axis

length of major axis

These terms are illustrated in Fig. 5.
Although the two-parameter plots are defined in terms of ellipse

geometry, these plots are not true ellipses in that there is no sym-
metry about the major axis. The lack of symmetry is caused by the
single-degree-of-freedom nature of the blade resonance and is a
feature of the two-parameter analysis method.

The resonance order,n, can be calculated from

n5
Dc

Du
(5)

Analysis of the two-parameter plots revealed a relationship be-
tween probe spacing and the two-parameter plot axis ratio and the
major axis angle. The relationship was independent of the location
of probeA and is illustrated in Fig. 6. The major axis angle is
always645 deg except for probe spacings of 90 deg and 270 deg
where it is undefined as the two-parameter plots form circles for
these spacings.

Fig. 3 Polar plot for single-degree-of-freedom-system
resonance

Fig. 4 Plots of x A versus x B for differing probe spacing

Fig. 5 Definition of two-parameter plot terms
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There is a region on each two-parameter plot where there are no
data points. This absence of points is due to the simulated assem-
bly rotation speed range producing a finite range of assembly
excitation frequencies, the extremes of which do not give zero
response amplitude. Such a region can be expected in all two-
parameter plots. The region may cause inaccuracies in the deter-
mination of the plot parameters when it is coincident with the axis
end point.

The relationship between the probe spacing, axis ratio and ma-
jor axis angle repeats itself at sensor spacing intervals of 360 deg.
Four regions can be identified within each 360 deg interval. Table
2 lists the probe spacing ranges for each region.

Within each region there is an almost linear relationship be-
tween the probe spacing and the axis ratio. In practice, the axis
ratio and the major axis angle are identified from a two-parameter
plot and the possible spacings calculated using Fig. 6. To enable
direct calculation of probe spacing a third order polynomial fit of
axis ratio to probe spacing for a single-degree-of-freedom reso-
nance model was performed for each region. The polynomial used
is given in~6! and the polynomial coefficients for each region are
given in Table 3.

Sensor spacing5P3~axis ratio!31Q3~axis ratio!21R

3~axis ratio!1S (6)

Multiple values of probe spacing will be determined using the
relationship of Fig. 6 but the true resonance order should be a
positive integer. It is possible that a number of probe spacing
values will satisfy this condition and, in such cases, a knowledge
of the expected or reasonable resonance order is necessary to
identify the correct spacing.

2.2.2 Evaluation of Two Parameter Analysis Method.The
two-parameter method was evaluated using a multi-degree-of-
freedom assembly model with different probe spacing and relative
resonance amplitude,Arel , Table 4. Relative resonance amplitude
is defined as

Arel5
Amax

R
, (7)

where Amax is the maximum resonance amplitude andR is the
assembly tip radius.

Relative resonance amplitude was used in the parametric evalu-
ation as it has been shown to influence the accuracy of the
Zablotsky-Korostelev method, Heath and Imregun@5#.

Table 4 shows that as relative resonance amplitude increases,
the axis ratio for a given probe spacing changes. Using the rela-
tionship of Fig. 6 this means that an incorrect probe spacing can
be identified from a measured axis ratio with resulting inaccura-
cies in the derived resonance order. If the relationship between
probe spacing and axis ratio is assumed to be approximately linear
and correct at low values of relative resonance amplitude, the
percentage error in axis ratio will be the same as the percentage
error in probe spacing and resonance order. When the absolute
value of the resonance order error exceeds 0.5, the identified reso-
nance order will be incorrect. Measurements on steam turbines
have shown typical maximum relative resonance amplitudes of
0.005 which would result in axis ratio errors of less than 2 percent
and would not affect the correct identification of resonance orders
up to 20. Practical applications of the two-parameter plot method
for identifying the sensor spacing should consider the observed
relative resonance amplitude when quantifying the accuracy of the
results obtained, particularly as some modern fan blades are de-
signed to withstand relatively large vibration amplitudes. Inaccu-
racies in the two-parameter method can be minimized by choosing
probe spacings which produce large changes in axis ratio for in-
crements in resonance order and using measurements from more
than two probes to give a number of two-parameter analysis re-
sults which can be cross checked. One approach to choosing a
probe configuration is given in 2.2.3.

The inaccuracies in the two-parameter method are caused by
the spacing of the measurements on the synchronous response,
nDu, changing as the resonance is traversed. At low relative reso-
nance amplitude values this change is negligible but as relative
resonance amplitude increases the change becomes significant.
For a probe spacing of 90 deg on the resonance, a relative reso-
nance amplitude of 0.00014 gives a change in spacing on the
response of 0.02 deg whereas a relative resonance amplitude of
0.04 gives a change of 8.02 deg. The change in spacing is a
feature of the indirect tip-timing analysis approach where the

Table 2 Sensor spacing region definitions

Table 4 Variation of axis ratio with relative resonance
amplitude

Fig. 6 Relationship between axis ratio, major axis angle, and
probe spacing

Table 3 Polynomial coefficients for each sensor spacing
region
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change in measured response phase does not track the actual
change in response phase as the resonance is traversed, Heath and
Imregun@5#.

Mistuning, or small blade-to-blade manufacturing differences,
will cause the blades in the assembly to have dramatically differ-
ent response levels and the assembly will exhibit many close
modes because of the splitting double modes. Mistuning will dis-
tort the two-parameter plots and hence adversely affect the results
of the analysis. The effects of mistuning were quantified using a
numerical simulation of a 12-bladed disk, running in the vicinity
of a split 3 nodal-diameter mode1 and subject to a 3 engine-order
excitation. Initially a61 percent variation in blade cantilever fre-
quency and 10 deg probe spacing were used and the two-
parameter plots for four blades at two relative resonance ampli-
tudes analyzed, Table 5.

The same assembly mistuning was used in each case, implying
that the axis ratio depends on both the level of mistuning and
relative resonance amplitude which is different for each blade in
the mistuned case. Detailed analysis shows that in the mistuned
case there is no correlation between the variation in relative reso-
nance amplitude and the variation in axis ratio for the selected
blades. For61 percent frequency mistuning, the maximum axis
ratio error is12 percent for a relative resonance amplitude of
0.000335 and19 percent for a relative resonance amplitude of
0.0335. The presence of mistuning is readily identified in the two-
parameter plot and if the plots are distorted the validity of the
two-parameter analysis needs to be carefully examined.

Figure 7 shows the effects of increased and probably unrealistic
assembly mistuning on a two parameter plot for a 90 deg probe
spacing.

The smaller circles in Fig. 7 are caused by close modes result-
ing from assembly mistuning. However, the overall plot still de-
scribes a circle implying that a single mode will dominate each
blade response. Ignoring the low amplitude modal circles, Fig. 7
has an axis ratio of 0.95 which is comparable with the results
obtained at lower levels of mistuning. In all cases, mistuning does
affect the axis ratio and hence the accuracy of the resonance order

identified from the two-parameter plots. A detailed discussion of
mistuning and its effect on tip-timing measurements can be found
in Schaber@7#.

2.2.3 Application of Two Parameter Analysis Method.The
two-parameter method has been successfully applied to a number
of turbomachines. One such application will be discussed here for
illustrative purposes. Tip-timing measurements were made during
the commissioning of a low pressure~LP! steam turbine. Three
probes were installed on the same axial line in the turbine casing.
The probes are denoted probes 1, 2, and 3 with a given blade
arriving first at probe 1, next probe 2, and last probe 3. The nomi-
nal spacing between probes 1 and 2 was 5.625 deg and between
probes 2 and 3 was 16.875 deg. Accurate values for probe spacing
were obtained from blade arrival times under non-vibrating con-
ditions. The probe spacings were chosen to allow identification of
resonances up to 10 engine order using two-parameter plots from
different probe combinations. The predicted two-parameter plot
characteristics using measurements from different probes are
given in Table 6.

Tip-timing data was acquired from a number of controlled de-
celerations of the turbine with an air jet providing excitation of
synchronous assembly resonances. A non-vibrating once-per-
revolution probe~OPR! was used and the displacement of all
blade tips relative to the OPR calculated at each probe on every
assembly rotation. A typical blade displacement versus speed plot
is shown in Fig. 8. Visual analysis of these measurements shows
three synchronous resonances which are summarized in Table 7.

1Double modes split into two single ones with close frequencies and similar but
not identical mode shapes.

Table 5 Tuned and mistuned two-parameter plot analysis for
differing relative resonance amplitudes

Fig. 7 Plot for increased assembly mistuning

Table 6 Two-parameter plot characteristics for different probe
combinations
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The actual measured displacement values will not be given in this
discussion as the purpose is to illustrate the application of the
two-parameter method.

The turbine vibration was measured solely using tip-timing but
the characteristics of each resonance can be inferred from previ-
ous measurements and theoretical predictions. Using this prior
knowledge, mode 1 in Table 7 can be identified as a 4 engine
order resonance whilst modes 2 and 3 can be identified as 2 en-
gine order resonances each with distinct mode shapes.

A typical two-parameter plot for the speed range 2200 to 2450
RPM is shown in Fig. 9. There are two distinct but incomplete
ellipse shapes in the two parameter plot, the smaller ellipse being
due to mode 3. For the purposes of this study and to show the
benefits of the two-parameter analysis method, identification of
the two close modes numbers 2 and 3 will be considered. Auto-
mated analysis of the two parameter plots was performed using an

ellipse fitting procedure.2 The data to be analyzed should contain
a single distinct ellipse shape and therefore data in the speed
ranges 2200 to 2315 RPM and 2300 to 2450 RPM were analyzed
separately. Figure 10 shows the results of an automated ellipse fit
to a two-parameter plot for measurements taken between 2200
and 2315 RPM.

The ellipse fit of Fig. 10 shows how the two-parameter plot
method can be used to identify the characteristics of close modes.
The maximum amplitude of the resonance was taken as the aver-
age of the maximum to minimum values of the ellipse in thex and
y-axis directions. For an axis angle of 45 deg the maximum to
minimum value in thex-axis direction should be the same as the
maximum to minimum value in they-direction. The closeness of
the axis angle to645 deg can be used as an indicator of the
quality of the ellipse fit. The relative resonance amplitude for
modes 2 and 3 has a maximum value of 0.0015 implying that the
errors in the two-parameter plot analysis will be small. The results
of the amplitude and order analysis for modes 2 and 3 are given in
Figs. 11–14. The two-parameter analysis correctly identifies the
resonance order for modes 2 and 3 and allows the resonance am-
plitude to be determined when this would not have been possible
from the displacement versus speed plots using the Zablotsky-
Korostelev analysis method. The resonance order will be the same
for all blades and is taken as the integer value closest to the mean
of the plots of order versus blade number. The automated two-

2The use of ellipses to characterize two-parameter plots had been previously
shown to produce minimal errors in derived axis ratio and angle using multi-degree-
of-freedom response data.

Fig. 10 Results of ellipse fit to two-parameter data for speed
range 2200 to 2315 RPM

Fig. 11 Mode 2 amplitude at probes 1 to 3

Fig. 12 Mode 3 amplitude at probes 1 to 3

Table 7 Resonances identified from displacement versus
speed plots

Fig. 8 Measured displacement versus speed plot

Fig. 9 Measured two-parameter plot for speed range 2200 to
2450 RPM
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parameter ellipse analysis is currently performed off-line as it can
take several hours depending on the number of data points and
blades to be analyzed.

3 Future Tip-Timing Research and Application
Real-time analysis methods for synchronous resonances give

continuous values for synchronous response amplitude and order.
There is minimal published information on these methods and the
author in common with other workers in the field has considered
the use of curve fitting techniques using response parameters from
four probes. This approach comes from considering the response
to be of the form:

x5An cos~vnt1cn!1Cn , (8)

wherex is the response amplitude at timet, An , andcn are the
response amplitude and phase,Cn is a fixed measurement offset,
andvn is the response frequency. The measurements of displace-
ment and time at each probe give four equations of the form of~8!
which can be solved for response frequency, amplitude, phase and
offset. Evaluation of the method using numerical response data
has shown it to be sensitive to measurement noise. Alternative
curve fitting methods using up to six probes are currently being
investigated.

The author’s group currently have no tip-timing analysis meth-
ods for continuous calculation of synchronous response amplitude
and frequency using a practical number of probes. Consequently,
tip-timing cannot be used as a vibration safety monitoring system
when damaging synchronous resonances may be present. The ap-
plications of tip-timing are therefore limited and potential users of
the measurement system data always see a clear advantage in
using strain gauges. Nevertheless, as users see the advantages of
having vibration data for all blades and thus knowing the true
maximum operating stresses, the pressure to improve synchronous
resonance identification capability increases. In addition, users
can also see the financial, and time-scale, benefits of routinely
using tip-timing instead of strain gauges.

Ongoing tip-timing research is focusing on direct synchronous
response identification techniques using a variety of methods and
a maximum of six probes~initially !. It is hoped that the fruits of
this research program will be harvested in the year 2000 and that
the use of tip-timing vibration measurements systems and accep-
tance of the technique will grow even more rapidly thereafter.

4 Concluding Remarks

1 A new indirect tip-timing analysis method, the two-
parameter plot method, has been developed for identifying the
maximum resonance amplitude and order of synchronous reso-
nances. The method requires only two casing mounted probes and
has been successfully applied to turbomachinery tip-timing vibra-
tion measurements.

2 The accuracy of the two-parameter method is affected by
relative resonance amplitude and mistuning. The errors have been
quantified and are considered generally acceptable but the form of
two-parameter plot must be used as a guide to the validity of the
results obtained. The accuracy of the method can be improved by
considering sets of measurements from more than two probes.

3 The two-parameter method allows the amplitude and order of
close modes to be identified which is not possible using the in-
dustry standard Zablotsky-Korostelev analysis method.

4 Ongoing tip-timing research is focused on providing direct
synchronous response analysis techniques for the year 2000. Once
these techniques are available, tip-timing will be a realistic alter-
native to strain gauging for all rotating assembly vibration
measurements.

5 Refinement and upgrading of the tip-timing acquisition and
display system is taking place and is scheduled to be completed in
the year 2000. The resulting tip-timing measurement system ought
to be usable by people other than vibration measurement special-
ists and consequently more widely used within and outside
Rolls-Royce.
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Active Control of Discrete-
Frequency Turbomachinery Noise
Using a Rotary-Valve Actuator
Turbomachine discrete-frequency tones, a significant environmental concern, are gener-
ated by rotor-stator interactions. Specific spatial modes are generated, but not all gener-
ated modes propagate to the far field. It is the propagating spatial modes generated by
rotor-stator interaction that represent the community-disturbing far field discrete-
frequency noise. Fundamental active airfoil source discrete-frequency noise control ex-
periments are performed, with the active airfoil source control optimized to generate
propagating spatial modes to cancel the propagating spatial modes generated by the
rotor-stator interaction. These experiments demonstrate the viability and effectiveness of
rotary-valve discrete-frequency noise control. Specifically, the active noise control system
combines the active airfoil source control with in-duct spatial mode measurement. In this
unique design, the active airfoils of the stator vane row are driven by a remote
centerbody-mounted rotary-valve system. Propagating spatial mode reductions of 5 dB
and 9 dB upstream and downstream with negligible modal spillover are demonstrated.
@S0742-4795~00!02702-2#

Introduction
In the design of advanced gas turbine engines, aeroacoustics is

an increasingly important issue. In addition to meeting the long
term performance requirements of increased fuel efficiency, de-
creased weight, and improved reliability and maintainability while
being competitively priced, engine certification requires meeting
prevailing noise regulations such as the U.S. FAR 36 Stage 3 rules
which are to be implemented through the end of this decade. In
addition, more stringent noise level guarantees are often required
of the engine manufacturer by airlines to meet tougher local air-
port noise requirements. Also, there is a near certainty that more
stringent Stage 4 requirements will require an additional reduction
of 5–10 dB in the effective perceived noise level.

Figure 1 shows the primary noise sources for a high bypass
turbofan engine: the fan, the low-pressure or boost compressor,
and the low-pressure turbine@1,2#. Their noise signatures include
a broadband noise level with large spikes or tones at multiples of
blade passing frequencies. For subsonic fans, the acoustic spec-
trum discrete tones are usually 10–15 dB above the broadband
level. The discrete-frequency tones may not contribute signifi-
cantly to the overall noise level but are the main source of objec-
tionable noise at take-off and landing.

Current cutting edge fan designs have high-bypass-ratio, wide-
chord fans with low blade counts. These designs feature closely
spaced blade rows with short length-to-diameter ratio nacelles that
limit the effectiveness of the traditional combination of passive
turbomachinery noise source control and suppression. Hence, en-
gine broadband and discrete-frequency noise characteristics are
often determined very early in the design, with further noise re-
duction only achievable through active noise control.

Active noise control by nature provides no performance benefit.
Thus, the design of the active noise control system must limit the
performance detriment while maintaining acceptable noise control
and minimizing the complexity and weight of the system to maxi-
mize robustness and minimize cost.

Active noise control has also been analytically modeled and
experimentally demonstrated. Smith et al.@3# applied an active
control system to reduce inlet noise radiating from the fan of a
JT15D turbofan engine. The control sound field was generated by
a circumferential array of 12 actuators mounted on the inlet. Large
area microphones placed outside the inlet in the acoustic far field
provided the error signals. The control system utilized a feed-
forward adaptive filtered algorithm. The 28 bladed rotor was ex-
cited by 27 rods mounted upstream of the rotor, generating four
propagating spatial modes. With the three error microphones
placed outside the engine, global discrete-frequency noise control
was achieved in real-time.

Before an active noise control system can be realized, it is
beneficial to consider the character of the discrete-frequency noise
problem. Discrete-frequency tones are generated by periodic un-
steady aerodynamic interactions between adjacent blade rows.
Namely, turbomachine blade rows are subject to temporally non-
uniform flow fields resulting from either potential or viscous wake
interactions of upstream and downstream blade rows or inlet dis-
tortions. Thus, the airfoils exist in an unsteady velocity field. The
no through-flow boundary condition at the airfoil surface results
in unsteady surface pressure distributions in response to these ex-
citations. Due to the harmonic nature of the excitation, the surface
pressure response on adjacent airfoils is equal in amplitude and
shifted in phase by the interblade phase angle. The airfoil un-
steady surface pressures couple with the duct and produce spa-
tially periodic acoustic waves that may propagate or decay with
axial distance in the duct. Acousticians know these spatially peri-
odic acoustic waves as spatial modes.

The goal of active airfoil source control is the cancellation of
the propagating modes generated by a rotor-stator interaction.
This is accomplished with actuators mounted one per stator airfoil
@4,5#. These actuators are driven at blade pass frequency, where
the control signal of adjacent actuators is equal in amplitude and
shifted in phase by the interblade phase angle. Thus, the rotor-
stator interaction is directly analogous to the active airfoil, with
the active airfoil generating the same spatial modes. The active
control spatial modes have the same propagation/decay character-
istics as the rotor-stator generated spatial modes. Sawyer and
Fleeter@6# demonstrated active airfoil source control for the si-
multaneous control of both upstream and downstream propagating
spatial modes. This system is optimized for the control of rotor-
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stator generated propagating spatial modes that represent the
discrete-frequency noise received by an observer.

The above noise control techniques have one thing in common:
the use of compression driver type acoustic elements. These driv-
ers and the required control and amplification hardware are com-
plex, expensive and heavy. Thus, the overall objective of this
paper is to develop and demonstrate the viability of a relatively
simple and inexpensive but robust rotary-valve actuator. In this
unique design, the active airfoils of the stator vane row are driven
by a remote centerbody-mounted rotary-valve system. This is ac-
complished through fundamental experiments performed in the
Purdue Rotating Annular Cascade Facility directed at investigat-
ing the characteristics, performance and viability of the rotary-
valve actuator.

Discrete-Frequency Noise Generation and Control
The classical model of discrete-frequency noise in a turboma-

chine considers a rotor and stator in an annular duct@7#. For
example, in a multistage turbomachine unsteady pressure is gen-
erated on stator rows due to the periodic wakes of an upstream
rotor blade row and the potential fields of upstream and down-
stream rotor blade rows. These unsteady stator vane surface pres-
sures are the source of turbomachine discrete-frequency noise at
multiples of the rotor blade pass frequency. The stator row un-
steady loading then couples to the duct to produce acoustic waves.

The acoustic response of the stator row is characterized as the
superposition of spatial modes, where the generated spatial modes
are a function of the number of rotor blades and stator vanes. A
spatial mode is described as a lobed pressure pattern where the
spatial mode order is equal to the number of lobes. The propaga-
tion, resonance, or decay of a spatial mode is specified by the
axial wave number. Of the generated modes, only certain modes
propagate to the far field. It is these propagating modes which
represent the discrete-frequency noise received by an observer.
These acoustic response characteristics are important to properly
explain the measured acoustic response due to rotor-stator inter-
actions and to provide the necessary understanding of the basic
concepts of an active discrete-frequency noise control system.

Annular Duct Acoustics
The unsteady flow in an annular duct is described by the wave

equation for a uniform axial flow, derived by considering the in-
viscid, compressible flow with small unsteady perturbations.
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wherep is the acoustic pressure,A` is the freestream speed of
sound,U` is the freestream axial velocity, andj, r, andu are the
axial, radial and circumferential coordinates.

The acoustic pressure is a function of radius and is harmonic in
time, axial distance and polar angle.

p~j,r ,u,t !5 p̄~kmr !ei ~kjj1kuu2nNBladesVt !, (2)

wherev5nNBladesV is a multiple of blade pass frequency,n is
the rotor harmonic,ku is the spatial mode order,kj is the axial
wave number,p̄(kmr ) describes the radial variation of the pres-
sure, andkm is a radial eigenvalue.

The spatial modes generated by a rotor-stator interaction are a
function of the number of rotor blades and stator vanesku
5nNBlades1mNVanes, wherem50,61,62, . . . is anarbitrary in-
teger. Not all of the generated modes will propagate to the far
field. The propagation, resonance or decay of a spatial mode is
determined by the axial wave numberkj .

Far Field Discrete-Frequency Noise
Although an infinite number of spatial modes are generated by

the rotor-stator interaction at the harmonics of blade passage fre-
quency, only certain of these modes propagate to the far field,
with the rest decaying before reaching the far field. Thus it is only
those propagating spatial modes that represent the discrete-
frequency noise received by an observer. The propagation of the
acoustic pressure modes is specified by the axial dependence of
the duct pressure waves, i.e., the axial wave number, specifically
the expression under the radical of

kj5
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12M2D 2

1
kv

2 2km
2
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where M is the freestream Mach number andk`5v/A` is the
compressible reduced frequency.

• kv
2 2km

2 (12M2).0. There are two realkj values corre-
sponding to two propagating pressure waves, one upstream and
the other downstream.

• kv
2 2km

2 (12M2),0. There are two complexkj values corre-
sponding to two decaying waves, one upstream and the other
downstream.

• kv
2 2km

2 (12M2)50. This is a resonance condition, with the
resonant frequency known as the cut-off frequency because below
the cut-off frequency the pressure waves decay in the axial direc-
tion or are ‘‘cut-off.’’

Experimental Facility and Instrumentation
The experiments were performed in the Purdue Rotating Annu-

lar Cascade Research Facility, Fig. 2. This facility is an open loop
draw through type wind tunnel capable of test section velocities of
220 ft/s. The flow, conditioned by a honeycomb section and an
acoustically treated inlet plenum, accelerates though a bellmouth
inlet to the constant area annular test section. The flow exiting the
test section is diffused into a large acoustically treated exit ple-
num. The flow is drawn through the facility by a 300 hp centrifu-
gal fan located downstream of the exit plenum. An optical pickup
on the rotor shaft is utilized to determine the rotor shaft speed.

Two arrays of 10 Piezotronics Inc. PCB 103A piezoelectric
microphones with uniform circumferential spacing are mounted
via static pressure taps in the outer wall of the inlet annulus, Fig.
2. The microphones have a nominal sensitivity of 1500 mV/psi
and a natural frequency of 13 kHz. The microphones are cali-
brated as installed in the rig and show linear amplitude response
and flat frequency response in the region of interest. Experimental
error in the pressure measurement is within 3 percent amplitude
and 5 deg phase. The Nyquist critical modeku,critical is 5 for the
ten-microphone array, with all spatial modes above the Nyquist
critical mode aliased below the Nyquist mode.

The annular test section is configured with a rotor with 16
NACA 0024 airfoils upstream of a stator with 18 NACA 65A012
airfoils with a 15.24 cm~6.00 in.! chord. The 16 rotor blades and
18 stator vanes generateku5n161m18 spatial modes, wheren is
the rotor harmonic, andm is an arbitrary integer. Therefore, the

Fig. 1 Turbomachine noise sources
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spatial modesku5 . . . , 220, 22, 16, . . . aregenerated at blade
pass frequency. At twice blade pass frequency, the spatial modes
ku5 . . . , 222, 24, 14, . . . aregenerated by the rotor-stator in-
teraction. For typical operating conditions from 800 to 1000 rpm,
only theku522 mode at blade pass frequency and theku524 at
twice blade pass frequency are cut-on. The interblade phase angle
of the 16 bladed rotor and the 18 vaned stator is2320 deg.

Active Discrete-Frequency Noise Control
The far field discrete-frequency noise of a turbomachine re-

ceived by an observer is composed of spatial modes generated at
multiples of rotor blade pass frequency that have propagated in
the duct and have radiated to the acoustic far field. These discrete-
frequency tones are generated by rotor-stator interactions and can
be characterized through the measurement of the modal structure
in the duct both upstream and downstream of the airfoil rows. The
function of the active noise control system is the cancellation or
reduction of the propagating acoustic modes in the duct, i.e., be-
fore the modes are radiated to the far field. The active noise con-
trol system utilizes active airfoil source control that mimics the
rotor-stator interaction and is optimized for control of the propa-
gating acoustic modes generated by the rotor-stator interaction.
Additionally, on-airfoil actuators minimize the actuator power
requirements.

The spatial modes and the excitation frequency characterize an
acoustic wave generated by the rotor-stator interaction. The num-
ber of rotor blades and stator vanes specifies the spatial modes
generatedku5nNBlades1mNVanes. Ideally, the active control sys-
tem and the rotor-stator interaction produce the same propagating
acoustic waves. This enables the active control system to cancel
the rotor-stator generated propagating waves, resulting in no
discrete-frequency noise in the far field. The interaction of a 16
blade rotor and an 18 vane stator generates aku522 propagating
spatial mode at blade pass frequency. The stator equipped with
active source control also generates aku522 propagating spatial
mode at blade pass frequency. If the noise generated by the active
source control is properly phased relative to the noise generated
by the rotor-stator interaction, the result is complete cancellation
of the discrete-frequency noise in the duct.

The source of the discrete-frequency noise is the unsteady load-
ing on the stator airfoils, with the unsteady loading of adjacent
airfoils equal in magnitude and shifted in phase by the interblade
phase angle. The active noise control system is realized by placing
an acoustic source on each stator vane. Driving successive acous-
tic sources on adjacent stator vanes by signals that are equal in

magnitude and shifted in phase by the interblade phase angle, the
acoustic sources and the rotor-stator interactions generate the
same spatial modes. Note that cancellation of the rotor-stator in-
teraction noise at a location upstream or downstream implies that
that spatial mode is cancelled everywhere in the duct. Since the
control and source are coincident~i.e., on the stator vane!, the
control and source spatial modes will have exactly the same re-
flection, transmission and scattering characteristics.

The generation of a propagating spatial mode can be considered
as a coalescence of waves from the stator vanes. This is shown
schematically in Fig. 3 where aku522 spatial mode is generated
by a six airfoil stator. The spatial modes generated by the acoustic
sources will propagate or decay upstream and downstream in the
same manner as the spatial modes generated by the rotor-stator
interactions.

For example, a 16 blade rotor interacting with an 18 vane stator
generates theku5 . . . ,220,22,16, . . . spatial modes at blade
pass frequency. At 1000 rotor shaft rpm, only theku522 mode
propagates to the far field. The spatial modes propagating up-
stream and downstream are characterized by the complex ampli-
tudesPgust,up(ku522) andPgust,down(ku522). The propagating
modes that will be canceled through active control, as illustrated
in Fig. 4.

The control system is assumed to be linear with the control
signal input amplitude. Therefore, the active control system is
characterized by the generated complex amplitudesPA,up(ku5
22)A and PA,down(ku522)A, where PA,up(ku522) and
PA,down(ku522) are the influence coefficients generated by the
actuator, andA is the complex amplitude of the control signal.
The measured response due to the active control system and the
rotor stator interactions are

Pmeasured,up5Pgust,up1PA,upA (4)
Pmeaured,down5Pgust,down1PA,downA.

The amplitude and phase of the source control signal can be set
to reduce the upstreamPmeasured,up50 or the downstream

Fig. 2 Purdue annular cascade facility

Fig. 3 Vane to vane phase shift of acoustic pressure and ac-
tive control voltage

Fig. 4 Active control of k gÄÀ2 mode in the downstream duct
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Pmeasured,down50 propagating mode. Solving Eq. 4 for the complex
control signal amplitude to reduce the upstream propagating mode
Pmeasured,up50 yields

A52
Pgust,up

PA,up
. (5)

Solving Eq. 4 for the complex control signal amplitude to re-
duce the downstream propagating modePmeasured,down50 yields

A52
Pgust,down

PA,down
. (6)

To reiterate, the cancellation of one rotor-stator generated
propagating spatial modePgust,up or Pgust,down requires a set of
acoustic sources. The acoustic sources will produce upstream and
downstream going spatial modes. When the acoustic sources are
driven at the proper amplitude and phase, cancellation of a propa-
gating spatial mode is possible. The measured acoustic pressure of
the propagating mode is equal to the superposition of the rotor-
stator noise with that due to the active control system.

Active Airfoil Source Control
The central components of this active noise control system are

the active stator airfoils that generate propagating spatial modes
analogous to those of the rotor-stator interaction. The acoustic
sources are driven at the excitation frequency and have the same
phase shift from stator vane to stator vane. Thus, the active con-
trol system mimics the rotor-stator interaction and generates a
ku522 spatial mode.

The twin-cavity active airfoil with perforated metal sheathing is
shown in Fig. 5. The cavity access ports located on the airfoil hub
allow the airfoil to be driven by a remote centerbody-mounted
acoustic source. The microperforated sheathing minimizes the dis-
turbance of the stator vane aerodynamics while providing only
minor resistance to the acoustic radiation from the cavity. The
perforated screen has 0.010 in. diameter holes and a 30 percent
open area.

The dimensions of the connector and vane cavity were selected
such that the cavity and the tube formed a resonator tuned to the

rotor blade pass frequency at 1000 rotor shaft rpm~267 Hz!. This
resonator configuration provided an amplification of 12 dB rela-
tive to the compression driver alone. This configuration is also
characterized by a sufficiently broad bandwidth necessary to
achieve a useful operating range in the laboratory environment.

Both the upper and lower surface actuators generate upstream
and downstream going propagating spatial modes. The active con-
trol system is setup to naturally mimic the rotor-stator interaction
noise, with the physics that governs the rotor-stator interactions
also applying to the active noise control system.

Rotary-Valve Actuator
A schematic of the rotary-valve assembly is shown in Fig. 6.

The major components are the step motor drive, the rotary-valve
and the optical encoder. The step motor synchronizes the rotor
shaft with the shaft of the rotary-valve. The optical encoder moni-
tors rotation of the rotary-valve shaft to ensure the synchronicity
of the rotor shaft and the rotary-valve shaft. The components of
the rotary-valve are the rotating disk, the valve outer body, the air
supply inlet ports and the outlet ports. The outlet ports are con-
nected via flexible tubing to the active airfoils of the stator vane
row.

A cross-section of the rotary-valve, Fig. 7, shows the notched
rotary disk and the valve outer body with the 18 hose-barb outlet
ports that are connected to the 18 active airfoils of the stator vane
row. As the rotary-valve shaft rotates with the rotor shaft, the 16
notches of the rotary disk naturally open and close the outlet ports
at blade pass frequency. For a 3.375 in. diameter disk, a 0.331 in.
wide notch in the rotating disk in Fig. 8 gives a 50 percent duty
cycle.

Fig. 5 Active stator airfoil

Fig. 6 Pressure pulse generator rotary-valve assembly sche-
matic

Fig. 7 Rotating disk and active airfoil ports
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In correspondence with Fig. 7, Fig. 9 shows the open area of
the outlet ports as the intersection of the rectangular notches in the
rotating disk with the circular outlet ports. As the rotating disk
rotates the outlet ports cycle from fully closed to fully open and
back to closed.

The unsteady flow rate to an active airfoil is periodic in time
where the flow rate to adjacent airfoils is equal in magnitude and
shifted in phase. The number of notches and ports of the rotary-
valve ensures the relative phase from airfoil to airfoil is equal to
the interblade phase angle. Thus, the notch-port interaction is di-
rectly analogous to the rotor-stator interaction and, this system is
mechanically optimized to cancel the propagating spatial mode
generated by the rotor-stator interaction. In fact, this is apparent in
Fig. 9 where a distinct two lobed interference pattern is formed as
the outlet ports transition from fully closed to fully open. Rotation
of the outer valve body shifts the phase of the open area curve,
thus affecting the phase of the active control.

The shaft of the rotary-valve is driven by an Oriental Vextra
step motor controlled by a Panther LD microstepping drive. The
microstepping drive provides 800 steps per revolution. Proper
phase and speed reference to the rotor drive shaft is insured by an
800 pulse per revolution optical encoder. The encoder output acts
as the microstepping drive ‘‘step’’ input. Hence, the rotor drive
shaft and the step motor are perfectly synchronized.

The acoustic response amplitude is controlled by the mass flow
rate of air going through the system. The 18 active airfoil ports
provide a steady flow rate going into the valve. This steady flow
rate is measured using a rotameter. The phase of the acoustic
excitation varies with the relative position of the rotary-valve disk
and the valve outer body. The phase of the acoustic excitation is
controlled using a belt attached to the valve outer body and a
Hurst gear-head step motor with a ten-to-one reduction gear set.

The second step motor holds the outer valve body stationary while
allowing phase adjustment. One step of the Hurst gear head motor
corresponds to a 0.1 deg rotation of the valve body. Thus, the
phase of the acoustic excitation can be controlled to within 1.8
deg.

In summary, the propagating spatial mode control is accom-
plished using active airfoil source control and in-duct spatial
mode measurement. The active airfoil design allows the airfoil to
be driven using a remote centerbody-mounted rotary-valve
actuator.

Data Acquisition and Signal Processing
Acquisition and digitization of the microphone signals and the

shaft trigger signal is accomplished using five National Instru-
ments NB-A2000 analog-to-digital boards installed in an Apple
Macintosh Quadra 950 computer. This system allows the simulta-
neous acquisition of twenty channels of data, initiated by the shaft
trigger signal. Ensemble averaging over 100 rotor revolutions is
utilized to reduce the random noise not phase-locked to the rotor.

A primary component of the active noise control system is the
measurement of the propagating spatial modes@8,9# generated by
both the rotor-stator interaction and the active airfoil source con-
trol system. The measured spatial modes not only characterize the
baseline rotor-stator response, but also quantify the effectiveness
of the active noise control system.

The discrete-frequency acoustic response is the superposition of
spatial modes generated at the multiples of rotor blade pass fre-
quency, with the acoustic modes at blade pass and twice blade
pass frequency of primary concern. An array of microphones is
required to determine the measured acoustic response as a func-
tion of both frequency and spatial mode. This temporal-spatial
transform is accomplished using two discrete Fourier transforms.
The first determines the frequency content of the microphone sig-
nals, and the second determines the amplitude of spatial modes at
each frequency. The spatial transform, operating on the complex
results of the temporal Fourier transform, separates the forward
and backward spinning modes.

Results
To demonstrate the viability and the effectiveness of the airfoil

rotary-valve discrete-frequency active noise control system, fun-
damental experiments are performed in the Purdue Rotating An-
nular Cascade Research Facility. Initial data sets were acquired
without a rotor row installed and indicate the control air flow rate
necessary to achieve significant noise reductions. The effect of
high control air supply rates were also investigated in a sans rotor
configuration. High control air flow rates per active airfoil were
achieved using the 18-airfoil stator vane row with only two active
airfoils. Thus, two opposing pressure ports were left attached to
the two active airfoils while the remaining pressure ports were
disabled. Hence, the flow rate available to the active airfoils was
maximized.

Active discrete-frequency noise control was demonstrated using
16 NACA 0024 rotor wake generators. The experiments were
performed at 1000-rpm rotor shaft rotation, and an axial
freestream velocity of 36 ft/s. At this condition, the rotor-stator
acoustic response is 0.001791 psi or 116 dB in the upstream duct
and 0.00087 psi or 109 dB in the downstream duct. These repre-
sent the magnitude of the propagating spatial mode and are the
quantities to be cancelled.

Figure 10 shows the propagating spatial mode measurements as
a function of the rotary-valve air supply. These data were acquired
in the absence of the rotor and represent the control authority of
the control system. The maximum noise levels of 0.00021 psi~97
dB! and 0.00014 psi~94 dB! upstream and downstream, respec-
tively are generated at the 18 cfm flow rate. As generated modes
are smaller than the measured modes generated by the rotor-stator
interaction, more air is required by the system to achieve a sig-
nificant noise reduction.

Fig. 8 Rotating disk

Fig. 9 Rotary-valve outlet port open area at an instant in time
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The influence of a high flow rate per active airfoil was deter-
mined by closing all but two opposing ports of the rotary-valve.
Figure 11 shows the propagating spatial mode measurements us-
ing only two active airfoils in the vane row. Notice theku522
through 2 spatial modes are cut-on at blade pass frequency, but
only theku522, 0 and 2 spatial modes are generated by the two
active vanes. For control air flow rates up to 7 cfm, there is a
consistent character of the generated noise with very little modal
spill over. The magnitude of theku522 spatial mode is shown in
Fig. 12 as a function of the valve air supply for the two active
vanes. Thus, these data show that the full vane cascade can be
improved upon by increasing the flow rate available to the valve.

With the rotor fitted with 16 NACA 0024 airfoils, the interac-
tion with the 18 active stator vanes produces aku522 propagat-
ing spatial mode at blade pass frequency. The influence of the
valve phase angle on the spatial mode magnitude was determined
at the maximum sustainable flow rate of 30 cfm~0.2 percent of
total flow rate!. This is shown in Fig. 13 using a linear scale and
in Fig. 14 using a decibel scale.

A sinusoidal variation of spatial mode magnitude is seen in Fig.
13 where the control constructively and destructively interferes
with the rotor-stator generated discrete-frequency noise. This cor-
responds to Fig. 14 where significant noise reduction is seen over
a small range of valve phase angles. Assuming the measured re-
sponse follows Eq. 4Pmeasured5Pgust1PA1

A1 , whereA1 is the

Fig. 10 Active control authority spatial mode magnitude as a
function of rotary-valve flow rate

Fig. 11 Two vane rotary-valve discrete-frequency noise gen-
eration

Fig. 12 Spatial mode magnitude as a function of rotary-valve
air supply

Fig. 13 Influence of valve phase angle on spatial mode mag-
nitude

Fig. 14 Influence of valve phase angle on spatial mode mag-
nitude
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control air flow rate, it is possible to determine the influence co-
efficient PA1

. Equations 5 and 6 can then be used to estimate the
control flow rateA1 necessary for complete cancellation. Thus,
the data indicate 71 cfm and 43 cfm are necessary for the com-
plete cancellation of the upstream and downstream propagating
spatial modes. Recall that two rotary-valves would be required to
control the propagating spatial mode both upstream and
downstream.

These active discrete-frequency noise control results are sum-
marized in Fig. 15 that shows the uncontrolled, minimum and
maximum levels achieved in Fig. 14. In the upstream duct, the
116 dB ku522 propagating spatial mode is reduced to 111 dB
for a 5 dBreduction. More control is exhibited in the downstream
duct where the 109 dBku522 propagating spatial mode is re-
duced to 100 dB for a 9 dBreduction.

Summary and Conclusions
Advanced design high bypass turbomachines generate promi-

nent discrete-frequency tones. These tones are generated by rotor-
stator interactions, with specific spatial modes generated. How-
ever, only certain of these generated modes propagate to the far
field, with the propagating spatial modes representing the far field
discrete-frequency noise. High bypass turbomachines limit the ef-

fectiveness of current state-of-the-art acoustic treatments for sup-
pression and source control. As prevailing noise regulations be-
come ever more stringent, innovative control of turbomachine
noise sources is increasingly important. Thus, a series of funda-
mental experiments was performed to demonstrate the effective-
ness of active airfoil source control excited by a rotary-valve
actuator.

In the active airfoil source control technique, the propagating
spatial modes, i.e., the far field tone noise, are canceled through
the generation of control propagating waves that cancel those
modes generated by the rotor-stator interaction. The active airfoil
source control is optimized for the control of propagating spatial
modes. The active noise control system incorporates active airfoil
source control with in-duct spatial mode measurements. The me-
chanical design of the rotary-valve actuator assures the generation
of a ku522 propagating spatial mode. The rotary-valve is simply
controlled via the total flow rate and the relative position of the
rotary valve body. The rotary-valve actuator demonstrated 5 dB
and 9 dB reductions upstream and downstream at a flow rate
equivalent to 0.2 percent of the freestream flow.

Nomenclature

A` 5 freestream speed of sound
Qm 5 an eigenvalue
kj 5 axial wave number
ku 5 tangential wave number

ku,critical 5 critical Nyquist mode
km 5 an eigenvalue
M 5 axial mean flow Mach number
n 5 rotor harmonic
N 5 number of microphones

NBlades 5 number of rotor blades
NVanes 5 number of stator vanes

p 5 acoustic pressure
r 5 radial coordinate

U` 5 mean axial velocity
x 5 axial direction
u 5 circumferential coordinate
v 5 frequencyv5nNBladesV
V 5 rotor circular frequency

Vp 5 pressure pattern phase speed
j 5 axial coordinate
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Università degli Studi di Firenze,

Via Santa Marta, 3 50139, Firenze, Italy

Exergy Analysis of Combined
Cycles Using Latest Generation
Gas Turbines
The potential performance of optimized gas-steam combined cycles built around latest-
generation gas turbine engines is analyzed, by means of energy/exergy balances. The
options here considered are the reheat gas turbine and the H-series with closed-loop
steam blade cooling. Simulations of performance were run using a well-tested Modular
Code developed at the Department of Energy Engineering of Florence and subsequently
improved to include the calculation of exergy destruction of all types (heat transfer,
friction, mixing, and chemical irreversibilities). The blade cooling process is analyzed in
detail as it is recognized to be of capital importance for performance optimization. The
distributions of the relative exergy destruction for the two solutions—both capable of
achieving energy/exergy efficiencies in the range of 60 percent—are compared and the
potential for improvement is discussed.@S0742-4795~00!00902-9#

Introduction
The appearance on the exergy market of gas/steam combined

cycles with efficiency exceeding 60 percent when fueled with
natural gas@1# has posed the serious question of what is the actual
limit of efficiency reachable by these up-to-date energy systems:
even more important is to understand if there is still a margin for
thermodynamic optimization within these plants, or if further im-
provements can only be obtained by major technological steps
~such as water/steam closed loop cooling of turbine blades; hy-
drogen fueling with higher maximum cycle temperature@2#; addi-
tion of topping fuel cell modules; etc.! As for all new technolo-
gies, these steps need major expenditure on research and
experimentation, and at the development stage offer lower
reliability—which is a major concern to potential users, who
would often rather select a mature technology if this could reach
similar performance levels.

In order to provide an answer, a detailed study was performed
considering two of the options of major interest to the present and
near-future market:

~a! the Reheat Gas Tubine/Combined Cycle~RGT/CC!, a so-
lution represented on the market by the ABBGT24 and its
developments

~b! the Closed-Loop Steam Cooled Gas Turbine/Combined
Cycle ~CLSCGT/CC!, a technology being introduced on
the market by GE and Siemens and known as H-series de-
velopment

Even if the basic operating data of the two engines were kept as
close as possible to published data~compressor flow rate, turbine
inlet temperature, coolant flows, etc.!, the possibility of adjusting
the pressure ratio around the design value was considered in the
light of improving the matching with the steam bottoming cycle.
The model employed for simulation is that developed by Carcasci
and Facchini@3#, which has undergone thorough validation in
many configurations and for different gas turbine engines; a dis-
tinctive feature of this model is its fully implicit nature, that is,
there is no deterministic distinction between input and output data,

but the model can operate effectively provided any set of consis-
tent data. This has allowed a satisfactory prediction of perfor-
mance even when many necessary data were missing from the
manufacturer; this feature is also used for cross-checking the va-
lidity of the published data and to reconstruct the actual operating
data from measured performances.

The model includes full treatment of cooling flows and the
separate evaluation of the effects of blade cooling with a high
degree of detail@4#. The modular code includes also the possibil-
ity of varying compressor and turbine sections efficiency as well
as cooling-air flow as a function of pressure ratio for off-design
analysis: for the present work, these features don’t have relevance,
since a simply thermodynamic study was carried on. The blade-
cooling flowrate is onlyTMax dependent~only adjusted to main-
tain fixed metal temperatures! and doesn’t have any influence on
the compressor pressure ratio, that is fixed at design operating
conditions. Obviously, all the operating conditions and parameters
are tuned with the ones relative to the studied machines—in the
present study the GT24 and M9001 gas turbines—with a full
agreement in the operating conditions. A recent addition to the
code has been the complete exergy balance, including evaluation
in all plant components of the effects of irreversibilities arising
from different sources, such as the following

• heat transfer
• friction
• mixing of streams
• chemical reactions
• interaction with the environment

The detailed exergy balance is used in this study to compare the
performance of plant sections and to understand the margins for
potential performance improvement.

Cycle with Reheat Gas Turbine„RHGT ÕCC…

The RHGT gas turbine cycle is sketched schematically in Fig.
1. It looks like a conventional gas turbine cycle, except for the
second combustion, realized after the first expansion in the high
pressure turbine. The optimizing efficiency pressure ratio is dis-
placed to relatively high values with reheat (b'30 for TIT
51508 K, as for the ABBGT24 engine!.

The practice of reheat introduces some additional losses with
respect to an equivalent simple cycle, that typically reduce by
about 142 percentage points the improvement in efficiency; ba-
sically:
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• a larger pressure drop is present with two combustion cham-
bers;

• pressure losses are also added by the diffuser, needed to al-
low the correct fuel-gas aerodynamic conditions at the inlet of the
second combustion chamber;

• the whole first turbine must be cooled because of the high
operating temperature;

• the isentropic efficiency of the whole compression process is
decreased~for equal levels of polytropic efficiency! due to the
higher optimizing pressure ratio with respect to the simple cycle.

The main operating parameters and results for the cycle~repre-
senting closely data for the ABB GT24! with and without reheat
~in this case forb'30 andb'16; this last is the value maximiz-
ing power output for the simple cycle! are summarized in Table 1.
Increasing pressure ratio produces a 3 percent improvement in
efficiency for the simple cycle, which is paid by a reduction in
specific work~15 percent!; the practice of reheat allows improve-
ment efficiency of about 2.5 percent over theb516 solution, with
a substantial recovery in specific work. Moreover, the reheat cycle
exhaust gas temperature is high enough to allow a highly efficient
Heat Recovery Steam Generator~HRSG!.

Figure 2 shows the exergy destruction balance of the reheat gas
turbine cycle, compared with that of the simple cycle. The sum of
the two combustion chamber exergy destructions amounts to
about 28.3 percent of the fuel exergy input, while in the simple,
single combustor cycle the combustion irreversibility reaches 30.8
percent withb516 and 29.5 percent withb530. This beneficial
effect is due to preheating in the second combustion~the oxidant
stream enters the combustion chamber at 1200 K!.

In order to reach comparable values of efficiency and specific
work without reheat, the firing temperature should be raised to
1700 K, with significant drawbacks in terms of investment and
maintenance costs. Reheat seems thus to be an effective way to
improve the thermodynamic performance of gas turbine cycles
avoiding relevant development problems.

An interesting feature of the reheat cycle is the possibility of
altering the exhaust gas temperature by varying the reheat pres-
sure level: this can be useful to improve coupling with the bot-
toming cycle. Figure 3 shows the behavior of the main perfor-
mance parameters as a function of reheat pressure; good

performance can be achieved at 16 bars, which represents a good
compromise between specific work and efficiency. A reheat pres-
sure value optimizing specific work~14 bars! was found. For each
case, cooling flow to the reheat turbine section was adjusted to
maintain correct values of metal temperature.

With values of reheat pressure in the range of 14 to 16 bars,
however, the exhaust gas temperature is too low~512°C! to obtain
good performance from the bottoming cycle. The reheat pressure
level should be lowered down to 11 bars~which is the value for
the ABB GT24 gas turbine!; in this way, the efficiency of topper
cycle is penalized, but a consistent heat recovery takes place in the
combined cycle.

H-Technology Cycle
The beneficial effects of raising the maximum cycle tempera-

ture TMax are well known. Current generation blade cooling tech-
niques allow a difference (DTnozzle) betweenTMax and TIT of
about 150°C: this means that, if a high value ofTIT51700 K is
considered, aTMax of at least 1850 K should be reached in the
combustion chamber. Such high values involve remarkable prob-
lems for cooling the combustion chamber walls and the first
nozzle blades. The H-generation gas turbine, operating necessarily
with combined cycle configuration and closed loop water/steam
nozzle cooling, can strongly limitDTnozzle ~50°C! with evident
advantages in terms of performance and NOx emissions.

A simplified schematic of a steam cooled gas turbine cycle is
represented in Fig. 4. The GT cycle is closely coupled with a
bottoming steam cycle, both at the HRSG and inside the gas tur-

Fig. 1 Reheat gas turbine cycle

Fig. 2 Exergy destruction in reheat GT cycle

Fig. 3 Effect of reheat pressure on cycle performance

Table 1 GT cycle performance for three reference cases
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bine, where heat is removed from the hot combustion gas stream
and transferred to superheated intermediate pressure~IP! steam.
The steam exiting the HP turbine is thus split into two flows: one
is directed to the cooling system of the gas turbine, the other to the
reheat section of the HRSG. The two flows are remixed at the IP
steam turbine inlet. Steam is a very efficient heat transfer fluid, so
that a limited amount is required to cool the turbine. In this way,
also a limited amount of air must be bled at compressor discharge
for blade cooling~only the third stage is cooled with traditional
techniques—film cooling, impingement, etc.!.

The component-level exergy destruction balance~Fig. 5! is il-
lustrated with reference to a LM9001H gas turbine, and compared
with that of previous-generation machines~F and G series!.

The combustion chamber shows relatively low values of exergy
destruction in the H-configuration with respect to commonly en-
countered values@5,6#; a similar performance~slightly lower ex-
ergy destruction! is achieved by the G-engine, which however
features higher values ofTMax(K). For each of the three cases,TIT
was fixed at the same level and thenTMax calculated: since the
H-series is steam cooled, a temperature drop between the 1st stator
and the 1st rotor of only 60–70°C occurs, while for the G-series
this drop is about 150–180°C. So,TMax is higher and the related
combustion chamber exergy destruction slightly lower~referred to
fuel exergy inlet! for the G one.

The HRSG and Bottoming Cycle
A schematic of the HRSG and bottoming cycle is shown in Fig.

6. The three-pressure-level heat recovery steam generator was
simulated using the same values of the basic thermodynamic pa-

rameters for the M9001H and GT24 plants~Table 2!. The values
are not exactly those optimizing the performance of each of the
two reference plants, which are however relatively close as the
GT exhaust temperature level is quite similar. Selecting the same
values for the two cases allows an easier comparison between the
two solutions.

If the bottomer and HRSG sections were changed, the perfor-
mance of the combined cycle would not change heavily~until the
bottomer conditions allow to operate at the same temperature and
pressure levels! because similar vaues of the gas turbine exhaust
temperature were found.

Exergy Analysis of the GT24 and MS9001 Combined
Cycles

The exergy efficiency is calculated as

hx5W/ein

Fig. 4 Schematic of the LM9001 H with closed loop blade cool-
ing

Fig. 5 MS9001 Gas Turbine relative exergy destruction

Fig. 6 Schematic of the heat recovery steam generator „3
pressure levels …

Table 2 HRSG and bottoming steam cycle operating data
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and also by an indirect approach

hx512SL/ein .

L/ein is the relative exergy loss, which is evaluated separately
for each component; the distributions ofL/ein for the two refer-
ence cases here considered are presented in Figs. 7 and 8. The
results hereafter presented include in global terms the effects of
turbine cooling; details of exergy accounting in cooled expansions
are provided in a subsequent paragraph.

With reference to the combined cycle, the choice of a reheat
configuration~Fig. 7! allows the gain of about 2 to 3 percentage
points in exergy efficiency with respect to conventional air-cooled
gas turbine combustion processes, under similar conditions of
TMax .

The reduction in combustion irreversibility allows the plant
based on the reheat option to reach interesting figures for exergy
efficiency ~54.3 percent! even with limitedTIT values~1508 K!,
and with a thermomechanical loading which is lower than that of
many aero-derivative or even industrial gas turbines.

Some other losses~e.g., the air-cooled turbine expansion, which
is discussed in detail separately! are relatively large with respect
to what could be achievable with more advanced technologies.
However, a partial recovery takes place at combined cycle level,
because the reheat allows the selection of high GT pressure ratios
yet maintaining relatively high exhausts temperature, which are
beneficial for the HRSG performance.

The H-technology combined-cycle power plant~Fig. 8! features
a better exergy efficiency~58.1 percent!, which reflects the high

value of thermal efficiency~exceeding 60 percent!. Data for
current-generation air-cooled versions of the same engine~MS
9001-FA and MS 9001-G! are also shown.

The high efficiency is a result of the following three basic fea-
tures:

1 The maximum cycle temperature is very high~especially in
comparison to the GT 24!, which allows limiting the combustion
irreversibility to values even lower than that of the reheat gas
turbine~about 27.2 percent!. When considering the air-cooled~FA
and G! versions of this engine, the combustion exergy loss was
evaluated respectively at 29.8 percent for the MS 9001-FA
(TMax51570 K) and 26.6 percent for the MS 9001-G (TMax
51700 K).

2 The steam cooling allows achievement of very good efficien-
cies even for high-temperature, cooled turbine stages, in compari-
son with conventional~air-cooled! gas turbines.

3 Steam cooling is regenerative, and this is reflected in the very
small exergy destruction in the heat transfer process of the HRSG
reheater, whose rating and size are reduced as a relevant flowrate
of reheated steam results from the cooling stream of the gas tur-
bine blades.

Exergy Analysis of Closed Loop Blade Cooling and
Standard Air Cooling

Even if cooling is very effective with steam, the gas turbine
design undergoes several complications and new problems arise
~designing coolant return ducts and sealing systems; less uniform
blade temperature profiles with respect to film cooling!.

The exergy destruction in the closed loop blade cooling is prin-
cipally due to heat transfer between hot gas and steam. The closed
loop cooling model includes the following sub-processes, shown
schematically in Fig. 9:

Stator: heat transfer between hot gas and coolant expansion
~friction loss!

Rotor: heat transfer between hot gas and coolant expansion
~friction loss!

Reversing the order of heat transfer and gas expansion corre-
sponds to the physical process and was suggested in the first mod-
els of cooled gas turbines@7#.

The thermodynamic model for expansion across an air-cooled
gas turbine stage is derived from that originally presented by Hor-
lock @7#, and considers the following processes:

Stator

1 Heat transfer between hot gases and coolant up to thermal
equilibrium conditions (Tgas→TrefrTcool→Trefr).

2 Mixing of the hot gases with the coolant stream (mgas
5mgas1mcool ; concentrations of chemical species are also ad-
justed!.

3 Total pressure loss (p→p2Dploss) connected to friction in
the blade coolant passages, and to irreversible effects connected
with momentum exchange between the two streams~hot gases
and coolant!. External blockage effects eventually introduced by
film cooling are also approximately accounted in this total pres-
sure loss.

Fig. 7 Exergy balance of the reheat-GT combined cycle reheat
gas turbine

Fig. 8 Exergy balance of the H-technology HRSG and steam
cycle „data also shown for conventional, air-cooled …

Fig. 9 Thermodynamic model for a steam-cooled turbine
stage
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4 Irreversible expansion~as for an uncooled stator, referred to
unit mass flowrate!. This loss is linked to the uncooled expansion
pressure loss coefficient, as can be estimated by one of the well-
tested correlations for turbine efficiency.

Rotor

1 Irreversible expansion~as for an uncooled rotor, cfr. point 4
of stator!.

2 Heat transfer between hot gases and coolant up to thermal
equilibrium conditions (Tgas→TrefrTcool→Trefr).

3 Mixing of the hot gases with the coolant stream (mgas
5 mgas1 mcool ; concentrations of chemical species are also
adjusted!.

4 Total pressure loss (p→p2Dploss).

The computer code determines automatically the number of
cooled stages which are needed to maintain a blade metal tem-
perature of 1123 K. The results are summarized in Table 3.

Figure 10 collects the detailed exergy destructions for all the
cases examined, per unit mass flowrate through the turbine. It
shows that, for simple gas turbine cycles with air-cooled turbines,
the exergy destruction connected with blade cooling is increased
with raising TMax . The opposite happens for the expansion irre-
versibility ~which is the basic loss for an uncooled stage!.

With specific reference to blade cooling, the largest contribu-
tions to exergy destruction are those associated with the irrevers-
ible heat transfer process, which reach 1.5 percent of the inlet
exergy forTMax51800 K.

The limits of air cooling are clearly stated in Fig. 10, which for
TMax51800 K confirms a cumulative relative exergy destruction
due to blade cooling of the order of 3 percent, which is even larger
than the effects of the expansion irreversibility~uncooled turbine!.

Closed-loop steam cooling allows to combine small levels of
expansion irreversibility with a reduced exergy destruction for
blade cooling. Among the various contributions of blade cooling
to exergy destruction, the heat transfer one is relatively large, but
all other contributions are very small in comparison to the case of
air cooling. A significant difference between air and steam cooling
is the internal regeneration of the process: by air-cooled stages,
only about 20 percent of the exergy of the coolant stream at inlet
is recoverable after mixing with the hot gases~recovery is in turn
affected by inefficiencies in the following stages!, while by steam
cooled stages the exergy transferred to the bottoming steam cycle
is a significant fraction~of the order of 80 percent! of the exergy
decrease of the gas stream.

Even if one air-cooled stage is retained for the MS 9001 H
configuration, the benefits of steam cooling are substantial and—
together with a small reduction of the combustion irreversibility
and of other minor losses—contribute significantly to the high
exergy efficiency of the combined cycle.

Conclusions
The analysis of simulated results~thermodynamic analysis! in-

dicates that both H-technology and reheat lead to a relevant in-
crease of performance in terms of specific work and efficiency
~57.5 percent for the GT24 and 60 percent for the MS9001H!. A
supplementary simulation showed that the combination of the two
technologies could lead to an efficiency of about 62 percent at the
present technological level

Power plants based on an H-technology gas turbine have poten-
tial for attaining efficiency levels which are presently beyond the
limits of conventionally cooled gas turbine plants; however, this
choice entails consistent technological problems which will cer-
tainly be reflected in the higher plant investment costs, and some
degree of uncertainty about reliability at least for the first plants
built. On the other hand, the GT24 uses consolidated technology
with lower investment expenditure, but also a lower performance
potential. The opportunity of the utilization of the H-technology is
strictly dependent on the breakdown of the financial investment in
terms of purchase and operation of the plant.
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Nomenclature

TMax 5 maximum cycle temperature
TIT 5 turbine inlet temperature~1st rotor!
Tgas 5 combustion gas temperature
Trefr 5 cooled gas temperature
Tcool 5 cooling gas~or steam! temperature

b 5 pressure ratio
DTnozzle5 temperature drop across stator nozzle after the com-

bustion chamber
hx 5 cycle exergy efficiency
W 5 cycle power output
ein 5 cycle exergy inlet
L 5 exergy destruction
p 5 pressure

Dploss 5 pressure drop due to the exergy destruction
mgas 5 hot gas flowrate
mcool 5 cooling gas~or steam! flowrate
~Ph! 5 physical exergy destruction
~Ch! 5 chemical exergy destruction

Fig. 10 Distribution of relative exergy destruction—cooled ex-
pansion

Table 3 Results of turbine blade cooling model „Key: 1SSÄ1st
Stage Stator; 2SR Ä2nd Stage Rotor, etc., AC ÄAir Cooling,
SCÄSteam Cooling, NC ÄNo Cooling …
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Full Load and Part-Load
Performance Prediction
for Integrated SOFC and
Microturbine Systems
During the last years, two new subjects among the others have raised interest in the field
of small scale electric power generation: advanced microturbines and solid oxide fuel
cells. This paper investigates the thermodynamic potential of the integration of the solid
oxide fuel cell technology with microturbine systems, in order to obtain ultra-high effi-
ciency small capacity plants, generating electric power in the range of 250 kW with 65
percent LHV net electrical efficiency and with the possibility of cogenerating heat. A
detailed description of the calculation model is presented, capable of full and part-load
performance analysis of the microturbine and of the integrated SOFC1microturbine
system.@S0742-4795~00!01702-6#

1 Introduction
It is well known that recuperated microturbine units generating

50–200 kW are projected to achieve net electrical efficiencies
approaching 30 percent~LHV !, with low pressure ratios, uncooled
operation and turbine inlet temperatures close to 900°C@1,2#.
Solid oxide fuel cells~SOFCs! on their own achieve 50 percent
net electrical efficiencies and have already been considered for
integration with multi-MW gas turbine cycles, projected to
achieve extremely high efficiencies for electric power production
@3–6#. The recent successful operation of a 100 kW SOFC plant
@7#, with direct natural gas feeding and internal reforming, offers
the basis for considering small size plants, based on the successful
integration of these two technologies, which could open new mar-
ket spaces for the beginning of their commercialization@8#.

The SOFC system exhaust temperatures~in the range of 800–
900°C! are adequate for an exploitation in a microturbine with the
above-mentioned characteristics, and no kind of difficulty has
emerged for operating the SOFC system at the pressure required
by a microturbine@9#. It is therefore possible to design a small
recuperative gas turbine cycle, where the combustor is ‘‘substi-
tuted’’ by a SOFC system, fed with preheated and compressed air,
and generating hot exhaust gases expanded by the gas turbine.

As the interest in such small power systems is not restricted to
full load operation only, this paper deals with a full load and
part-load performance prediction for these plants.

In the first section of the paper, a model for predicting the
performances of a single-stage, high-speed radial-to-radial micro-
turbine is discussed, with recuperative operation, absence of
variable-inlet-guide-vanes systems~typically not used on this kind
of turbomachine! and with variable speed optimization. Subse-
quently, the part-load modeling of the SOFC is discussed. In the
second section of the paper an integrated SOFC and recuperative
microturbine plant is proposed, with a detailed analysis of the fuel
cell operating parameters and of the other components character-
istics ~pressure drops, efficiencies!, together with their effects on
the plant efficiency. The performances at full and part-load of

such a system are predicted, together with the influence of the
ambient temperature. Calculations are performed based on state-
of-the-art performances of small turbomachinery and on the most
advanced SOFC tubular technology, with natural gas feeding, in-
ternal reforming of hydrocarbons and internal air preheating.

2 Calculation Model

2.1 The Microturbine Model: Part-Load Operation. The
developed model makes reference to a single stage gas turbine,
with radial compressor and radial turbine and with a recuperative
cycle arrangement. With an inlet mass flow rate of 0.4–1.0 kg/s
this model is representative for the 40–80 kW-class microturbines
actually developed by many manufacturers@2,1#: as an example
General Electric–Elliott Energy Systems distributes a 45 kW and
an 80 kW recuperated gas turbine, with a pressure ratio of 4:1 and
net electrical LHV efficiency of 30 percent, rated with a design
speed of 116,000 and 68,000 rpm respectively and with a 0.41–
0.84 kg/s mass flow rate@10#; Allied Signal Aerospace Co. manu-
factures a 50 kW engine for vehicle applications withb53.3 at
75,000 rpm@11# and a 75 kW genset with a pressure ratio of 3.8:1
and a design speed of approximately 85,000 rpm.

The high rotating speed of these compact machines requires a
rectifier1inverter power control system, flattening the high fre-
quency AC output of the high speed generator and subsequently
generating the requested grid frequency from the rectified direct
current. It is interesting to note that this kind of process could be
suitable for integration with the power conditioning system of a
fuel cell, typically generating an AC output starting from the cell
DC electrical generation.

The model adopts as a reference the compressor map given by
Uchida et al.@12# for a centrifugal compressor developed and
tested for application in a 100 kW gas turbine, elaborated accord-
ing to the similarity rules. This map shows an isentropic efficiency
of about 79.5 percent at the manufacturer design point, which is
rated at a pressure ratio of 5.0, 0.445 kg/s and 100,000 rpm, and
values somewhat higher~80–82 percent! at lower speed. For the
application discussed here, the design point has been set to a
pressure ratio of 3.8 and a specific speed of 0.13~85,000 rpm at
0.5 kg/s!: the resulting operating point, together with the partial
load operating curve, is shown in Fig. 1. The maximum efficiency
was set to 79.5 percent at the design point, with a surge margin~in
terms of mass flow! of about 15 percent.

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Indianapolis, IN, June
7–10, 1999; ASME Paper 99-GT-65. Manuscript received by IGTI March 9, 1999;
final revision received by the ASME Headquarters January 3, 2000. Associate Tech-
nical Editor: D. Wisler.
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The curves are adimensionalized with respect to the design con-
ditions, and recalculated in terms of corrected enthalpy change
~instead of pressure ratio!, corrected flow rate and corrected
speed, defined as following~with T, p, andmC at the compressor
inlet!:

Dhr5
Dhre

cp,0Tref
(1)

mr5mC

AT/Tref

p/pref
(2)

nr5
n

T/Tref

. (3)

Besides, the model includes a turbine map based on the works
of Pullen et al.@13# for a high pressure ratio radial inflow un-
cooled turbine, suitable with necessary scaling for engines in the
50–300 kW range. The design point for the turbine, tested and
developed for power generation purposes and for small aircraft
application, was originally set at a mass flow rate of 0.387 kg/s,
100,000 rpm, TIT51200 K, total-to-static pressure ratio of 4.7
and total-to-static efficiency of about 82 percent.

For the application of this work it is considered to operate with
the curves illustrated in Fig. 2, derived with appropriate scaling
from the original map and recalculated as above in terms of cor-
rected quantities~with T, p, andmT at the turbine inlet!; all the
values are then adimensionalized with respect to the design con-
ditions chosen here, which is characterized by a pressure ratio of
3.4, a specific speed of 0.11~85,000 rpm at 0.5 kg/s! and a 0.82
total to static efficiency. The turbine efficiency is assumed to gain
2.5 percent with the diffuser recovery of the exhaust gas kinetic
energy at the nominal point; at partial load the efficiency gain is
reduced as the square of the flow rate.

The resulting design point turbine isentropic efficiency is there-
fore 84.5 percent. These values are in good agreement with the
works of Jones@14# and Kim et al. @15# on microturbine
development.

The other assumptions for the GT cycle calculation are shown
in Table 1. The minimum temperature difference on the recupera-
tor is set to 45°C; partial load calculation are made by keeping the

heat exchanger area as a constant and assuming a dependence of
the global heat transfer coefficient on the Reynolds number el-
evated by 0.6. According to these assumption, the resulting mini-
mum temperature difference becomes lower when the thermal
duty of the heat exchanger is reduced.

The air and gas side pressure drops are set to 3 percent and 6
percent respectively at design conditions~accounting for different
density and gas speed!, and they are varied at partial load as a
function of the mass flow and density according to the following
relation:

DP>Const3
m2

r
, (4)

as by the Darcy equation for turbulent flows, assuming a negli-
gible variation of the friction factor.

The total amount of the recuperator heat loss is kept constant
and independent with respect to the load, assuming that it is
mostly influenced by the external temperature of the insulation,

Fig. 1 Characteristics of the centrifugal compressor

Fig. 2 Characteristics of the radial turbine

Table 1 Gas turbine cycle model assumptions
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which is almost constant at partial loads. The same applies for the
SOFC heat losses. The combustor pressure drop is kept for sim-
plicity constant at partial load.

The combustor outlet temperature is set to 900°C, even if some
manufacturers declare higher values, close to 1000°C@11,16#. The
resulting design point configuration is shown in Fig. 3, with an

LHV net electrical efficiency of about 30 percent and a 55.2 kW
output.

The electrical generator efficiency, together with the power
conditioning~rectifier and inverter! system efficiency and the gas
turbine organic efficiency are reduced at partial load as shown in
Fig. 4. The organic efficiency curve is generated assuming that the
design point loss amount is constant at partial load. The generator
design efficiency of 95 percent is consistent with latest prototype
test results@17#. The inverter system efficiency has been set to 96
percent@18#, a value lower than the maximum efficiency~97 per-
cent! quoted by some manufacturer@19#; an efficiency decay of
about 5 percent at 10 percent load was assumed to quantify the
effects of auxiliary losses~ventilation etc.!, of main bridge and
thyristors losses, etc.

The combustion efficiency is set to the conservative value of
98.5 percent, while even 99.5 percent appears to be feasible@11#.

The operation at reduced power can be made as follows:
• By a reduction of fuel flow and TIT at constant speed: the

operating point on the compressor curve is moved to the right, and
the pressure ratio is reduced to accommodate the mass flow re-
quested by the turbine. The operating point on the turbine curves
move towards lower TITs, highernr ~Eq. ~3!!, lower Dhr ~or
pressure ratio! andmr . The compressor/turbine matching requires
a working condition characterized by a little increase in the air
mass flow, a reduction of the turbine and compressor efficiency
and great penalties on the cycle efficiency.

• By a reduction of speed at constant TIT~or with a moderate
reduction of TIT!: the new operating point for the compressor
follows the dashed curve in Fig. 1, resulting in a lower pressure
ratio and a corrected mass flow on the turbine compatible with the
requested TIT. The operating point on the turbine curves moves
towards lowernr and lowerDhr . The new working condition is
characterized by high compressor and turbine polytropic effi-
ciency and yields almost constant cycle efficiency; the compressor
surge margin is always kept around 15 percent.

• The results of these calculations are presented in Fig. 5. It is
possible to note that the variable speed operation with constant
TIT, or with small TIT reduction, should give the best partial load
performances for this machine. At 50 percent of the full power
output it is than possible to achieve a still very high system effi-
ciency, just about 3 percentage points lower than the design effi-
ciency. This is possible because

1 the sensible mass flow reduction leads to reduced pressure
losses;

Fig. 3 The recuperated gas turbine cycle

Fig. 4 Electric and organic efficiencies at partial load

Fig. 5 Calculated gas turbine performances at partial load
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2 the reduced duty on the recuperator leads to a higher heat
exchange effectiveness~Fig. 6!, ranging from about 89 percent to
over 93 percent at the lower loads; and

3 the compressor and turbine efficiencies are still high, and the
turbomachines are still working in a near-optimum zone~Fig. 6!:
the isentropic efficiency variation is below 5 percent at about 60
percent speed.

The circumstance that the cycle efficiency remains high at very
low pressure ratios is however typical of recuperative gas turbine
cycles. Without considering the electrical losses, the gross effi-
ciency map~here not represented! would show also an expected
reduction of the optimum pressure ratio at lower turbine inlet
temperatures.

The recuperator effectiveness has a relatively high value~'89
percent! at design conditions, whose effects on the plant econom-
ics are not discussed here; a similar value is reported by Carno¨
et al. @17#.

2.2 The SOFC Model: Part-Load Operation. The model
makes reference to the latest generation of the tubular SOFC, the
Siemens-Westinghouse Air Electrode Supported~AES! fuel cell,
with operating temperature of 1000°C, which has been recently
tested up to a 100 kW plant size, with the possibility of being
easily upgraded to about 200 kW output@20,7#.

The SOFC is fed by an oxidizer~air! and a fuel. The two fluxes
flow in contact with cathode and anode porous surfaces, separated
by a solid electrolyte which is a good O5 ion-conductor at the
high SOFC operating temperatures. The reduction of molecular
oxygen to O5 takes place at the cathode, while the fuel is oxidized
to steam and carbon dioxide at the anode. The prevailing oxidiza-
tion reaction is the hydrogen consumption. Hydrogen is generated
by internal steam reforming and water-gas shift reactions starting
from the natural gas feeding and exploiting the fuel cell high-
temperature heat production. Steam is obtained by recirculating a
fraction of the anode exhaust gases. The SOFC model is based on
these reactions@21#, however the high temperature SOFCs sustain
also a fraction of CO and CH4 direct oxidization. The Siemens-
Westinghouse tubular SOFC system operates following these
principles; it is provided with anode recirculation, sustained by an
ejector using fresh fuel as driving flow, and with a small pre-
reforming step cracking the higher hydrocarbons and reducing
carbon deposition problems. The exhaust air and fuel flow, par-
tially consumed by the cell, react up to complete fuel oxidization
with an auxiliary combustion; the high temperature gases preheat
the inlet air flow before being delivered to external components
@18,22#. The alternative of external reforming, often considered
for planar SOFC feeding, is not discussed here, as it is not em-
ployed by the most advanced tubular technology and it adds com-
plexity to the plant configuration.

The FC generates direct current electrical energy with an effi-

ciency proportional to its voltage@9,21#. Fuel and air are not com-
pletely consumed at the electrodes to avoid the large voltage
losses due to reactant concentration gradients and limited gas dif-
fusivity near the electrodes active area; air and fuel utilization
factors~see nomenclature! quantify the consumed fraction.

The SOFC schematic is shown in Fig. 7. The fuel is desulfur-
ized natural gas, internally reformed by the SOFC itself; the fuel
pressure is calculated to ensure the ejector operation. An external
compressor rises the natural gas pressure from the 0.3 MPa avail-
able in any small network up to the requested pressure~i.e., 1
MPa!. Other details about the cell model are discussed in Campa-
nari and Macchi@23,6#. The fuel cell efficiency is positively af-
fected by pressurized operation, with an increase proportional to
the operating pressure, while the efficiency decreases by increas-
ing the cell current density.

The model calculates the cell electric power production, heat
generation and efficiency together with the thermodynamic prop-
erties and chemical composition of internal and external flows in
all the representative points, as a function of the cell operating
conditions~temperature, pressure, current density, fuel and oxi-
dizer composition and utilization factors!.

The cell power output is given by:

P5V3I 5Vc3 i c3Ac , (5)

wherei c is the cell current density andAc the cell active area. The
equation shows that a reduction of the FC power output requires a
reduction of the cell current density.1

In order to define the possible techniques for part-load opera-
tion of an integrated SOFC1GT plant, it is necessary to discuss
the mutual dependence of the involved variables, which are the
cell current density, the air utilization factor and the cell module
exhaust temperature.

The temperature of the compressed air fed to the fuel cell mod-
ule is generally in the range 500–700°C; the air flow is then
preheated by the cell exhaust up to the temperatures required for
the cell cooling~point ‘‘Air1’’ in Fig. 7 !. It should be noted that
the calculation model considers that the depleted air temperature

1Another possibility, here not discussed further, is to reduceAc with a by-pass
system which excludes some of the cells during part-load operation; the system
would be complicated by the necessity of keeping those cells at an adequate hot-
stand-by temperature.

Fig. 6 Compressor and turbine isentropic efficiencies and re-
cuperator effectiveness for the gas turbine cycle at partial load
„constant TIT operation …

Fig. 7 Tubular SOFC module configuration: spent fuel is par-
tially recirculated and the exhaust gases of the auxiliary com-
bustion are used to preheat the inlet air flow
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at the cathode outlet is almost constant~close to 1000°C!, and that
the temperature at the Air1 point of Fig. 7 follows the cell heat
generation, with maximum variations of 50–100°C; the effective
air temperature at the cell electrodes inlet~end of the injection
tube! is by this way always close to 900°C, high enough to allow
the solid electrolyte operation.

The cell air utilization can be expressed as:

Ua5
mO2,consumed

~mol/s!

mO2,Inlet
~mol/s!

5
1

XO2
mair,inlet~mol/s!

•

i c•Ac

4F
, (6)

whereF is the Faraday’s constant~see nomenclature!.
Any change of the air utilization factor at constant air flow will

yield a variation of the cell exhaust temperature, as the cell heat
generation is mainly discharged to the air flow~the remaining
being partly taken by the fuel flow and partly lost to the ambient!:
lowering Ua will cause a reduction of the cell module exhaust
temperature.

With these hypothesis the SOFC exhaust temperature is calcu-
lated as a function of the air/fuel inlet temperature, the air/fuel
utilization factors and the cell voltage and efficiency. This model
gives the possibility of predicting part-load operating conditions
and performances.

Two different techniques for cell power reduction~part-load
operation! have therefore been considered:

• Constant air flow. Starting from a design point condition, it
is possible to reduce the cell current density with a constant air
flow, lowering also the air utilization factor~Eq. ~6!! with a linear
proportion, and reducing the FC power output. A reduction ofi c
and Ua will result in a certain increase of the cell voltageVc
calculated by the model~due to a reduction of resistance and cell
polarization losses, as well as to the higher average oxygen con-
centration in the air flow!, with a global efficiency gain parallel to
the power output reduction. The effect of a reduction ofUa is also
a reduction of the cell exhaust temperature. This first kind of
power reduction is suitable for matching the gas turbine operation
at constant speed, almost constant air flow and reduced TIT.

• Constant Ua . By this modality of part load operation, start-
ing from a design point the air mass flow is progressively lowered.
By lowering also the cell current density it is possible to keep the
same air utilization~Eq. ~6!!. This would give the same cell ex-
haust temperature, provided that the cell air inlet temperature is
kept constant. However, the gas turbine at reduced speed and
mass flow operates with a lower pressure ratio and higher TOT
~with constant TIT!, delivering hotter gases to the recuperator and
hotter air to the FC inlet. Therefore, it is necessary to reduce
furthermore the cell current density in order to keep the same cell
exhaust temperature atUa constant. By this practice, the TIT can
be kept to the desired values; the large reduction ofi c will also

significantly increase the cell voltage and efficiency. This modal-
ity of part-load operation is therefore suitable for matching the gas
turbine operation at reduced speed, reduced mass flow and con-
stant TIT.

The main assumptions in the SOFC model are shown in Table
2; the calculated reference cell voltage is 0.7 V at design condi-
tions. In order to avoid overestimated cell efficiencies at low
loads, the maximum cell voltage has been set to the value corre-
sponding to 100 mA/cm2 ~minimum value ofi c in Fig. 9!.

The same considerations discussed for the efficiency of the gas
turbine inverter system apply to the fuel cell DC/AC conversion.
Natural gas is preheated at about 400°C to obtain the best effi-
ciency in H2S and sulfur compounds~mercaptans, odorizing sub-
stances! adsorption by mean of catalytic Zinc-Oxide beds; the H2S
concentration must be kept under 0.1 ppmv to avoid any cell
degradation effect, even if 1 ppmv gives a limited and recoverable
voltage reduction@18,24#.

The air and fuel pressure losses are changed with mass flow and
density as described by Eq.~4!. The SOFC total heat loss amount
resulting from design point calculation~which includes the auxil-
iary combustion heat loss! is kept constant and independent of the
load; the auxiliary combustion pressure loss percentage is also
kept constant at part-load.

3 Plant Configuration and Thermodynamic Results
The proposed plant configuration is represented in Fig. 8 with

the corresponding energy balances and with the thermodynamic
conditions of all the relevant cycle points. It is basically a recu-
perative gas turbine cycle, where the SOFC receives the preheated
and compressed air and delivers hot exhaust gases to the turbine.
The main differences with respect to the original microturbine
plant of Fig. 3 are the following:

• The pressure losses in the air loop are larger: before reaching
the gas turbine, the air flow passes through the recuperator, the
SOFC and the auxiliary combustion process, with a total pressure
drop of about 14 percent~versus 9 percent for the GT cycle!. The
gas turbine operates therefore with a lower pressure ratio and a
lower power output.

• The SOFC fuel flow is larger than the GT combustor fuel
flow, thereby increasing the mass flow in the gas turbine.

Fig. 8 The recuperative SOFC ¿GT cycle at design conditions;
components assumptions as from Tables 1 and 2

Table 2 SOFC model assumptions
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• A fraction ~about 3 percent! of the turbine exhaust flow is
used to preheat the pressurized natural gas before the desulfuriza-
tion process, up to about 400°C; hence the thermal capacity of the
hot flow in the recuperator is a little lower.

• The conventional combustor is absent: this leads to substan-
tial advantages for NOx and CO emission abatement.

The analysis of SOFC1GT based power cycles is made with a
simulation code already described in Campanari and Macchi@6#
and Consonni et al.@25#. The SOFC1GT performances were cal-
culated in two steps:~1! the GT part load model discussed in 2.1
was used to calculate all the cycle parameters and component
performances of the recuperative GT cycle; and~2! the same op-
erating conditions~GT pressure ratio and inlet/outlet tempera-
tures, heat exchangers pressure drops etc., taking into account the
design point parameters of Table 2! were used as input for the
SOFC1GT model, providing point-by-point the corresponding
performances of the SOFC1GT cycle.

Previous works have shown the possibility of obtaining net
electrical efficiencies up to 75 percent~LHV ! for medium~5–50
MW! or large scale~.100 MW! power plants adopting advanced
gas turbines and SOFC systems with configurations similar or
more complex than the cycle represented in Fig. 8: these plants
benefit of both advanced GT cycles~intercooled, regenerative,
reheated cycles! and the advantage of adopting high efficiency
turbomachines@4#, often with the addition of complex heat recov-
ery bottoming cycles@26,6,27#.

The thermodynamic performances of the smaller size and sim-
pler cycle proposed here are nevertheless really remarkable: the
net LHV efficiency reaches 65 percent with a total power output
of about 250 kW, generated with a 4:1 ratio respectively by the
SOFC and the gas turbine; exhaust gases leave the plant at about
230°C, giving the possibility of recuperating useful heat for co-
generation~see Table 3!. These results confirm the possibility of
obtaining high efficiencies with low pressure ratio SOFC and re-
cuperated gas turbine cycles already investigated in a previous
work @6#.

The reversible work losses of this cycle, are represented in
Table 4 and compared to the GT cycle losses. The irreversibilities
occurring in the fuel cell include power conditioning, heat ex-
change, auxiliary combustion and heat losses, and pressure drop
losses. It is possible to note that~i! the SOFC losses are about 15
points lower than the combustion losses occurring in the GT
cycle; the large combustion loss is absent in the SOFC1GT cycle
~the auxiliary combustion process loss weights for only one fourth
of the total SOFC losses!; and ~ii ! the losses related to compres-
sor, turbine, recuperator and stack in the GT cycle are more than
double with respect to the SOFC1GT cycle: this happens because
in the SOFC plant the majority of the plant electric power is

Fig. 9 Partial load performances of the SOFC ¿GT cycle. The cell current density is reduced according to Eq. „5…, with
lower limit at 100 mA Õcm2.

Table 4 Second law losses for the GT cycle and for the plant
configuration of Fig. 8

Table 3 SOFC¿GT and GT plant characteristics; „* …T stack
Ä75°C
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generated by the fuel cell, and the resulting higher fuel input
reduces the weight of the losses related to the gas turbine section.

Figure 9 shows the results of the SOFC1GT cycle calculations
at partial load: it is interesting to note how the fuel cell capability
of achieving higher efficiencies at partial load is reflected on the
total system efficiency, raised of about 3 percentage points at 60
percent of the full power output. The power distribution between
the fuel cell and the gas turbine is shown in Fig. 10: at reduced
output the fuel cell weight increases, raising up to more than 6:1
the power ratio with the gas turbine; by this way, thanks to the FC
inherent performance gain, the system attains still a high electric
efficiency. The heat production associated with the exhaust gases
is almost linearly reduced at lower power outputs, with a little
reduction of the exhaust temperature due to the lower compressor
pressure ratio and to the more effective gas cooling in the
recuperator.

Figure 11 deals with the calculated effects of changing the am-
bient temperature on the cycle performances; at nominal rpm, the
surge margin decreases at lower temperatures, but it remains al-
ways over 12 percent.

4 Conclusions
Detailed calculations for the integration of SOFC and microtur-

bine lead to a 250 kW-class plant with 65 percent net electrical
efficiency ~LHV !. The possibility of demonstrating such perfor-
mances on such a small scale plant, based on the available and
existing 100 kW-class SOFC technology, could open wide and
interesting markets for the future commercialization of these
technologies.

The partial load analysis carried out in this paper demonstrates
the possibility of obtaining very high system electric efficiency

even at reduced plant electrical output, exploiting the fuel cell
characteristic performance improvement at low current densities
and microturbine variable-speed optimization. The energy-savings
deriving by the application of such a system to cogeneration on
small capacity plants are discussed in Campanari and Macchi@8#.
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Nomenclature

Ac 5 cell active area~cm2!
cp,0 5 specific heat at ambient temperature~kJ/~kg•K!!

F 5 Faraday’s constant~96439 Coulomb/mol of electrons!
i c 5 cell current density~mA/cm2!
m 5 mass flow rate~kg/s!
n 5 rotation speed~rpm!
p 5 pressure~Pa!

Pel 5 electric power~MW!
Qth 5 thermal power~MW!

T 5 temperature~°C or K!
Ua 5 cell air utilization factor:Ua5O2,consumed/O2,inlet
U f 5 cell fuel utilization factor:U f5~H2,consumed!/H2,inlet

1COinlet14CH4,inlet
Vc 5 cell voltage~V!

Wel 5 electric specific work~kJ/kg!
XO2 5 oxygen molar fraction

b 5 pressure ratio
Dh 5 enthalpy change~kJ/kg!
«R 5 recuperator effectiveness
h 5 isentropic efficiency

hp 5 polytropic efficiency
hel 5 electric efficiency
h th 5 thermal efficiency

r 5 density~kg/m3!

Subscripts

c, t 5 compressor, turbine respectively
r 5 corrected conditions

re 5 real
ref 5 reference conditions~15°C, 101325 Pa!

Acronyms

DC/AC5 direct/alternating current
FC 5 fuel cell
GT 5 gas turbine

LHV 5 lower heating value~kJ/kg!
SOFC 5 solid oxide fuel cell

TIT 5 turbine inlet temperature~total conditions!
TOT 5 turbine outlet temperature~total conditions!
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Fuel Gas Cleanup Parameters in
Air-Blown IGCC
Fuel gas cleanup processing significantly influences overall performance and cost of
IGCC power generation. The raw fuel gas properties (heating value, sulfur content, alkali
content, ammonia content, ‘‘tar’’ content, particulate content) and the fuel gas cleanup
requirements (environmental and turbine protection) are key process parameters. Several
IGCC power plant configurations and fuel gas cleanup technologies are being demon-
strated or are under development. In this evaluation, air-blown, fluidized-bed gasification
combined-cycle power plant thermal performance is estimated as a function of fuel type
(coal and biomass fuels), extent of sulfur removal required, and the sulfur removal tech-
nique. Desulfurization in the fluid bed gasifier is combined with external hot fuel gas
desulfurization, or, alternatively with conventional cold fuel gas desulfurization. The
power plant simulations are built around the Siemens Westinghouse 501F combustion
turbine in this evaluation.@S0742-4795~00!00502-0#

Introduction
Various forms of coal and biomass gasification combined-cycle

~IGCC! power generation are currently being demonstrated
throughout the world to establish the general technical and eco-
nomic viability of the technologies@1–3#. These demonstration
projects are applying variations in the following several major
process parameters:

• entrained~single and two-stage!, fluid bed, and fixed bed gas-
ification

• oxygen and air-blown gasification
• fuel gas cooling techniques~quench, indirect steam genera-

tion!
• conventional cold fuel gas cleaning and advanced hot fuel gas

cleaning
• combustion turbine type, firing conditions, and equipment ad-

aptations
• air separation integration and steam integration alternatives

Coal and biomass-derived fuel gases must be cleaned to meet
power plant environmental requirements~SOx, NOx, and particu-
late emissions! and to satisfy turbine protection specifications
~particulate, alkali vapors, several metals!. It has been demon-
strated that conventional cold fuel gas cleaning techniques can
meet both of these requirements. Two Westinghouse 501Ds were
operated at the Dow Chemical, Plaquemine, Louisiana coal gas-
ification plant ~predecessor to Destec gasifier! starting in 1987.
The cold fuel gas cleaning system on this oxygen-blown, en-
trained gasifier met Westinghouse turbine specifications and re-
sulted in more than 125,000 h of operation of the turbines with
greater than 95 percent availability.

Cold fuel gas desulfurization systems, operating at about 38°C
~100°F!, have improved their performance and reduced operating
costs by adding a hot gas filter operating at 300 to 540°C~570 to
1000°F! to remove particulates before the fuel gas is desulfurized
@4,5#. Hot fuel gas desulfurization, operating at 430°C to 540°C
~800 to 1000°F! has also been developed because of its potential
improvements in overall power plant efficiency. Hot fuel gas
cleaning systems~zinc-based regenerative sorbents! are being
demonstrated in U.S. Clean Coal Technology programs@6,7#.

While hot fuel gas cleaning is expected to provide thermal per-
formance advantages over conventional cold fuel gas cleaning,
there currently exists limited understanding of the magnitude of
their relative merits and the influence of key fuel and process
parameters. Siemens Westinghouse Power Corporation~SWPC!
has conducted previous studies to assess the integration and per-
formance of IGCC with their fleet of combustion turbines@8–11#.
This paper describes IGCC sulfur removal considerations for an
air-blown, fluidized bed gasification process coupled with a
SWPC 501F combustion turbine and assesses the estimated power
plant performance results as a function of several fuel properties
and sulfur removal parameters.

IGCC Gas CleaningÕSulfur Removal Process Options
In air-blown, fluidized bed gasification of coal, it has been dem-

onstrated that bulk fuel gas desulfurization can be performed di-
rectly within the fluid bed gasifier by feeding dolomite or lime-
stone to the gasifier, at temperatures of 815 to 1038°C~1500 to
1900°F!, to sulfur removal levels as high as about 95 percent. The
reaction conversion performance and rates have been studied ex-
tensively in the literature@12#. The reaction solid product, CaS,
must be transformed into an environmentally stable solid waste by
oxidation to CaSO4, or by conversion to some other stable prod-
uct @13#. The use of dolomite or limestone in the fluid bed gasifier
has the added benefits of increasing the carbon gasification rate,
reducing the carbon content of the gasifier ash, and reducing the
content of tars and other higher hydrocarbons in the raw fuel gas.

Downstream of the gasifier, the fuel gas can be cooled to an
appropriate temperature for second-stage, or polishing desulfur-
ization within an external fuel gas cleaning system. Second-stage
desulfurization can be performed by using a commercial, cold gas
desulfurization process operating at about 38°C~100°F!, or an
advanced, hot gas desulfurization process operating at about
540°C ~1000°F!. The commercial, cold gas desulfurization pro-
cess is preceded by a hot gas filtration device that removes nearly
all of the particulate from the fuel gas. Other fuel gas cleaning
functions, such as HCl removal and hydrolysis, are also integrated
into the cold fuel gas cleaning process. The advanced, hot fuel gas
cleaning processes use regenerable solid sorbents based on zinc
oxide combined with other metal carriers~e.g., various forms of
zinc titanate, or commercial Z-Sorb®—Phillips Petroleum Co.!.
Other gas cleaning functions, such as HCl removal might also be
performed in the process to enhance the durability of the regen-
erative desulfurization sorbent. The hot fuel gas desulfurization
may be either preceded by a hot gas filter or followed by a hot gas
filter depending on the nature of the desulfurizer process. Fluid
bed, transport bed, and moving bed forms of the desulfurizer have
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been under development and are currently being demonstrated.
Alternative hot fuel gas regenerable sulfur sorbent types continue
to be developed@14#.

Thus, it is possible to conceive of several fuel gas desulfuriza-
tion schemes for fluid bed gasification that might be applied to
IGCC depending on the coal sulfur content and the level of des-
ulfurization required in the power plant. Five of these schemes are
illustrated in Fig. 1:

1 bulk desulfurization within the gasifier only
2 bulk desulfurization within the gasifier followed by second-

stage, hot fuel gas regenerative desulfurization
3 bulk desulfurization within the gasifier followed by second-

stage, conventional cold fuel gas desulfurization
4 external, hot fuel gas regenerative desulfurization only
5 external, conventional cold fuel gas desulfurization only

The figure shows only the main process steps and the main inlet
and outlet steams for each scheme. The functions of the gasifier
ash processing system change with each scheme and are listed in
the figure. The overall sulfur removal capabilities of the first
scheme, in-gasifier sulfur removal, is limited to about 95 percent,
while the other schemes can achieve greater than 99 percent sulfur
removal. Each scheme may have a significant influence on the
air-blown IGCC power plant process complexity, availability,
thermal performance, and economics. These influences would be
expected to differ for an oxygen-blown, fluidized bed IGCC
power plant.

Air-Blown IGCC Plant Process Integration
The air-blown, fluid bed IGCC consists of the four major pro-

cess sections illustrated in Fig. 2:~1! the coal/sorbent feeding
block, ~2! the gasification block,~3! the fuel gas cleaning block,
and ~4! the power island. Another plant system of importance is
the water treatment system. Figure 2 indicates the relationships
between these sections in this air-blown IGCC process. The IGCC
plant integrates these process sections in several areas:

• The power island’s combustion turbine utilizes the fuel gas
generated by the gasification block.

• The power island’s combustion turbine supplies pressurized
air through booster compressors to the gasifier block’s gasifier, the
fuel gas cleaning block’s sorbent regenerator, and the coal/sorbent
feeding block for pressurization and transport.

• The power island’s steam bottoming power cycle supplies
pressurized feed water to the gasification block and the fuel gas
cleaning block, and intermediate pressure steam to the gasification
block’s gasifier. It subsequently receives steam at several pressure
levels from the gasification block and the fuel gas cleaning block.

• The condensate system of the power island’s steam bottom-
ing cycle is integrated with the gasification block and the fuel gas
cleaning block by serving as a heat sink for the low level waste
heat generated.

• The fuel gas cleaning block provides recycle fuel gas to the
gasification block for various solids transport needs.

• The water treatment system handles the integrated needs of
the fuel gas cleaning block and the power island.

In general, sulfur removal is performed in two process steps, as
in Fig. 1, schemes 2 and 3. Bulk sulfur removal is first conducted
within the gasifier block by feeding a cheap, once-through sor-
bent, limestone, into the fluid bed gasifier. Subsequently, polish-
ing or second-stage sulfur removal is conducted at high tempera-
ture in the fuel gas cleaning block using an advanced, regenerative
sulfur sorbent system. Polishing sulfur removal using conven-
tional cold fuel gas cleaning is also evaluated. While the power
plant process integration considerations are substantial in this air-
blown IGCC power plant, they are far simpler than in the equiva-
lent oxygen-blown IGCC power plant.

Evaluation Basis
The parameters in this evaluation are the fuel properties~coals

and biomass!, the fuel gas desulfurization scheme, and the level of
sulfur removal required. The basis for the power plant simulation
is described below.

Fuel Properties. The four fuels listed in Table 1 are consid-
ered in the evaluation. Three coals, a high-sulfur, U.S. Eastern
bituminous coal~Pittsburgh #8!, a low-sulfur bituminous Austra-

Fig. 1 Process schematics for alternative IGCC sulfur removal
approaches

Fig. 2 Air-blown IGCC power plant process blocks

Table 1 Coal and biomass compositions
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lian coal ~Blair Athol!, and a representative Indian lignite were
considered. Also, a biomass fuel, bagasse from Hawaii was con-
sidered. Both the as-received and as-fed compositions and heating
values of the fuels are listed. It is unlikely that biomass~bagasse!
could be supplied in sufficient quantity for the power plant appli-
cation evaluated here, and this case is simply treated as a hypo-
thetical study parameter relating to the composition of the bio-
mass fuel.

Fuel Gas Cleaning Parameters. The IGCC power plant uti-
lizes the fuels listed in Table 1 while satisfying representative
environmental emissions standards for modern, greenfield power
plants in the U.S. relating to sulfur oxides, nitrogen oxides, par-
ticulate, solid waste, and liquid effluents. Fuel gas cleaning block
processes based on both advanced, hot fuel gas cleaning and on
conventional, cold fuel gas cleaning were evaluated. Table 2 lists
the sulfur removal performance factors applied in the evaluation
as well as the sulfur removal process options considered, in Fig. 1.
In the biomass case, it is assumed that no sulfur removal is re-
quired. Particulate and NOx power plant stack emissions are con-
trolled by hot gas particulate filters and dry, low-NOx combustors.
The high ammonia content expected in the biomass-derived fuel
gas will make low-NOx performance more difficult to achieve,
and additional ammonia cracking in the fuel gas may be required.
In the case of biomass, limestone is used as an inert fluid bed
material, and only a small makeup for system losses is needed.
The gasifier sorbent type is a representative limestone having 86
wt percent calcium carbonate content. The analogous cold fuel gas
cleaning performance factors are listed in Table 3. The cold fuel
gas concepts are illustrated in Fig. 1.

Combustion Turbine. The combustion turbine applied in
this evaluation is the SWPC 501F. The 501F engine is a 3600-rpm
heavy duty combustion turbine designed to serve the 60-Hz power
generation needs. The technologically advanced engine represents
one of the latest in the evolutionary cycle that continues a long
line of large single-shaft, heavy duty combustion turbines@15#.

Some major 501F characteristics based on natural gas fuel are

• Air flow, kg/s ~lb/s!: 436 ~961!
• Number of compressor stages: 16
• Compression ratio: 14.6
• Number of combustor cans: 16
• Rotor inlet temperature, °C~F!: 1316 ~2400!
• Number of turbine stages: 4
• Number of cooled turbine rows: 6
• Turbine exhaust gas flow, kg/s~lb/s!: 445 ~981!
• Exhaust temperature, °C~F!: 607 ~1125!
• Output—simple-cycle~MW!: 164
• Output—combined-cycle~MW!: 260
• Efficiency—simple cycle~percent LHV!: 36.0
• Efficiency—combined-cycle~percent LHV!: 56.8

To date, 77 of the 501F/701F machines have been sold, and the
38 units currently operating have accumulated a combined, ap-
proximate 250,000 operating hours. The longest operating 501Fs
are located at the FPL, Lauderdale plant. The four units at this site
have operation for more than four years, accumulating about
132,000 h with an average reliability of 99.6 percent and an av-
erage availability of 94.6 percent.

Plant Conditions. The power plant is assumed to be a new,
combined-cycle plant located at a greenfield site. It is operated as
a base loaded plant. Ambient conditions were fixed at ISO condi-
tions for the evaluation. The power plant boundaries in the evalu-
ation encompass the entire coal and sorbent receiving, handling
and preparation systems~the coal/sorbent feeding block!, all
power plant normal auxiliaries, and the solid waste handling and
storage systems.

Process Assumptions. The fluidized bed gasifier used is rep-
resentative of several types being developed, such as the KRW/
Kellogg fluid bed gasifier, the IGT U-Gas fluid bed gasifier, and
the Rheinbraum HTW. Several aspects of the gasification block
and fuel gas cleaning block~hot fuel gas cleaning! process flow
diagrams are similar to the KRW/Kellogg process flow diagrams
for the Sierra Pacific, Pinon Pine IGCC power plant@16#.

A process flow diagram for a cold fuel gas cleaning system
used for polishing sulfur removal was developed from information
available in the open literature@17–19#.

The IGCC power plant was simulated on ASPEN PLUS™, a
process simulator providing state-of-the-art process estimation ca-
pabilities for such process applications. A detailed stage-by-stage
model of the 501F combustion turbine was applied in the simula-
tion. Equilibrium gasifier behavior was assumed except for carbon
conversion and sulfur removal, where empirical conversion crite-
ria was applied.

The process and cycle conditions were not optimized in the
evaluation, but acceptable conditions were selected and applied
and only limited cycle variations were considered.

The gasifier assumptions in Table 4 were selected based on
prior fluid bed gasifier experience with similar coals and biomass.
The gasifier inputs of air, steam, and recycled fuel gas, relative to
the coal feed, were selected to produce the desired gasifier tem-
perature and reaction kinetic conditions suitable for each fuel. The
range in gasifier temperatures evaluated for the bagasse fuel re-
sults from tradeoffs between carbon conversion, tar formation and
cracking, and the tendency for ash agglomeration in the fluid bed.
Estimates of handling/feeding, gasification and cleanup compo-
nent pressure drops, heat losses, auxiliary power consumption,
auxiliary fuel consumption, steam consumption and generation,
etc. were made as a function of the process of stream rates and
conditions from available process information for similar compo-
nents and applications. Standard assumptions used in Westing-
house commercial cycle estimates for power island component
heat losses, pressure drops, mechanical losses, efficiency factors,
and auxiliary losses have been applied.

Table 2 Hot gas desulfurization parametric cases perfor-
mance factors

Table 3 Cold gas desulfurization parametric cases perfor-
mance factors
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The fuel gas particulate device is a ceramic candle barrier filter
type. It operates at a filter temperature of 538°C~1000°F! and is
designed to maintain a maximum pressure drop of 5 psi. The
polishing, or second-stage hot fuel gas sulfur removal system, is
an advanced hot fuel gas desulfurization system using regenera-
tive Z-Sorb ~Phillips Petroleum Co.! in a fluidized bed contactor.
The steam bottoming cycle steam conditions are: 69 bar/510°C/
510°C ~1000 psia/950°F/950°F!.

IGCC Plant Description
The power plant description is built around the IGCC process

with in-gasifier desulfurization and second-stage hot or cold fuel
gas cleaning~schemes 2 and 3 in Fig. 1!. Process modifications
needed for the other variations in IGCC schemes are also de-
scribed~Fig. 1, schemes 1, 4 and 5!. It should be noted that the
ASME is developing a performance test code~PTC! that will
define the procedures for the performance testing of gasification
combined cycle plants@20#. This code will define the boundaries
of the overall power plant and of the two major plant sections, the
gasification block, and the power island.

CoalÕSorbent Feeding Block. The equipment and processes
in this block are based on dry feeding and are commercially avail-
able with significant industrial experience. The block consists of
coal/sorbent receiving and handling, coal/sorbent crushing, sizing
and drying, and coal/sorbent pressurization and feeding units. The
coal/sorbent receiving and handling facilities are conventional
systems, which are similar to those being used in many existing
coal-fired plants.

Coal and sorbent are crushed to,6.35 mm ~1/4 in.! size.
Crushed and dried coal is pneumatically transported to the coal
pressurization and feeding system. This system includes receiving
vessels, lock hoppers, and feed hoppers. The receiving vessels
separate the coal from its transport gas and then transfer the coal
to the lock hoppers. The pressurized coal is metered using a screw
conveyor and is transported to the gasifier pneumatically using
pressurized air provided by the power island equipment. A similar
system is used for sorbent~limestone! feeding to the gasifier. It is
important to include this block in IGCC power plant performance
estimates so that auxiliary power losses and auxiliary fuel con-
sumption can be properly estimated. This block may utilize sig-
nificantly different fuel feeding equipment with biomass fuel.

Gasification Block. The gasification process can handle a
wide variety of fuels and produces a low-thermal-value fuel gas.
A typical configuration for the gasification block is shown in Fig.
3. It consists of the gasifier and the equipment needed for process-
ing the gasifier waste solids~ash, char, and spent limestone sor-
bent!.

The gasifier is a refractory-lined pressure vessel with inlet and
outlet nozzles for feed gases and solids, and exit gases and solids.
The gasifier also utilizes a set of recycle cyclones to maintain
sufficient particle residence times in the reactor. The gasifier op-
erating pressure is selected to satisfy the pressure requirement of

the combustion turbine. Coal, limestone~sulfur sorbent!, steam,
air, and recycle fuel gas are fed to the fluid bed gasifier. Coal and
sorbent are fed pneumatically with transport air. Sorbent is fed to
the gasifier to accomplish bulk sulfur removal within the vessel.
The recycle fuel gas acts as an inert gas for purges, as a transport
gas for reactive solids, and as a solids stream coolant.

The solids drained from the gasifier contain char and spent
sorbent in the form of CaS that must be processed to render it
environmentally acceptable. The carbon in the solid drain must
also be utilized to achieve acceptable plant performance. The
drained gasifier solids are depressurized and reacted in a fluidized
bed reactor~the sulfator! with exhaust gas from the polishing
sulfur removal system regenerator~see Fig. 4!. The regenerator
exhaust gas contains oxygen and sulfur oxides that react with the
gasifier waste solids to convert the spent sorbent into an inert form
of CaSO4. The process also captures the polishing sulfur in the
form of CaSO4 so that normal sulfur products~elemental sulfur or
sulfuric acid! need not be generated. Additional sorbent may be
added to the sulfator for this purpose. Most of the carbon in the
gasifier drain is also combusted in either the sulfator or in the fines
burner that follows the sulfator. The flyash removed by the fuel
gas filter in the fuel gas cleaning block is also recycled to the
sulfator to utilize its contained carbon~see Fig. 4!. Steam is gen-
erated from the sulfator and fines burner exhaust gas for export to

Fig. 3 Gasification block process schematic

Fig. 4 Hot gas cleaning block process schematic

Table 4 Fluid bed gasifier conditions and performance as-
sumptions
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the power island. The temperature of the sulfator is controlled by
a fluidized bed solids cooler and solids recirculation loop.

Hot Fuel Gas Cleaning Block. Figure 4 describes the fuel
gas cleaning block for the hot fuel gas cleaning process. It con-
tains a fuel gas cooler, a polishing sulfur removal system, a hot
gas filter system, and a recycle fuel gas system. Each of these are
briefly described.

Fuel Gas Cooler. The hot, raw fuel gas leaving the gasifica-
tion block is cooled to 538°C~1000°F! in the fuel gas cooler. The
design may be either a fire-tube design or a water-tube design
depending on the designers preference with respect to the control
of heat transfer surface fouling. High-pressure, super-heated
steam is raised in the cooler.

Polishing Sulfur Removal System.In Fig. 4, the hot fuel gas
cleaning system contains a fluidized bed desulfurizer that reacts to
the fuel gas H2S with a zinc-based polishing sulfur sorbent. The
polishing sorbent is circulated by dense-phase pneumatic transport
to a fluidized bed regenerator. The regenerator operates at about
649°C~1200°F! and reacts air with the utilized sorbent to generate
an SO2-rich regenerator gas and a reusable sorbent. The reactions
may need to be moderated by the addition of steam also. The
regenerated polishing sorbent is circulated back to the desulfur-
izer. Makeup polishing sorbent is also added to the desulfurizer.
Economics demand that the polishing sorbent losses be very
small. The sorbent regenerator produces a concentrated, gaseous
sulfur oxide stream that is suitable for conversion to elemental
sulfur, sulfuric acid using processing similar to that used in low-
temperature fuel gas cleaning. In the evaluated process, gypsum is
generated for final disposition as part of the gasification block
~Fig. 3!. No HCl removal, ammonia removal, or hydrolysis is
performed in the selected process.

Hot Gas Filter. The desulfurized fuel gas is passed through a
ceramic filter at 538°C~1000°F! to remove particulate to levels
needed to satisfy environmental and turbine protection require-
ments. The particulate collected in the desulfurizer cyclone and
entrained flyash from the gasifier hopper~Fig. 3! are sent to the
hot gas filter to improve the filter performance and to improve the
process economics.

A ceramic candle filter system has been used in the evaluation.
The filter system includes a pulse gas compression system that
uses recycle fuel gas as the pulse gas media.

Recycle Fuel Gas System.A portion of the cleaned fuel gas is
utilized for inert gas and transport gas purposes. It is withdrawn
following the ceramic filter and is cooled and compressed to pro-
vide for this need.

Cold Fuel Gas Cleaning Block. In the cold fuel gas cleaning
process diagram, Fig. 5, the fuel gas is first cooled to 538°C
~1000°F!, just as in the hot fuel gas cleaning case. The 538°C fuel
gas then passes through a ceramic filter to remove particulate. The
partially cleaned fuel gas from the filter is then cooled further,
down to about 38°C~100°F!, both raising steam and preheating
cleaned fuel gas. The cleaned fuel gas is available at a temperature
of about 41°C~105°F! and is preheated to the extent possible. The
pressure drop across the gas-gas heat exchanger would be fairly
large to keep the equipment compact.

Typically, the fuel gas from the particulate removal unit would
be routed to a catalytic hydrolyzer to convert the minor nitrogen
contaminant~HCN! to NH3 and COS to H2S. The fuel gas would
be heated before entering the hydrolyzer to the appropriate con-
version temperature using medium pressure steam. No ammonia
removal or hydrolysis is performed in the selected process.

In the cold fuel gas sulfur removal process, the partially cleaned
fuel gas sulfur contaminants~primarily H2S and COS! are re-
moved by the selexol process. A portion of the fuel gas carbon

dioxide, about 15 percent, is removed as well. The partially
cleaned fuel gas enters at about 100°F, and exits at about 105 F to
go to the fuel gas preheater.

The removed acid gases are treated in a conventional Claus
sulfur recovery process. The Claus sulfur recovery unit is a two-
stage catalytic unit where acid gases are combusted and reacted to
produce salable elemental sulfur. Acid gases containing NH3 and
H2S are combusted in the Claus furnace. NH3 is combusted to
form molecular nitrogen (N2) and one-third of the H2S is con-
verted to SO2. SO2 and the remaining H2S react in two catalytic
stages to form elemental sulfur and water. The process generates
steam for export to the power island.

The tail gases from the Claus plant go to a Beavon/Stretford tail
gas cleaning process. In this unit, the small amount of uncon-
verted sulfur compounds in the tail gas from the Claus unit are
completely converted to H2S. Gas from the reactor is cooled and
treated for H2S removal by absorption with solvent. The H2S is
then recycled back to the Claus sulfur recovery unit for conver-
sion to elemental sulfur. The process consumes a small amount of
auxiliary fuel provided by clean gasifier fuel gas. The process also
generates a small amount of steam for export to the power island.
The vent gas from the tail gas process contains a small content of
H2S and is incinerated before being exhausted.

Process Modifications for Alternative Sulfur Removal
Schemes and Biomass.The Biomass fuel, bagasse, is assumed
to require no desulfurization, and the process was modified to
reflect this. The sulfator and external desulfurization systems were
eliminated in this case, and the only fuel gas cleaning function
was the hot gas filter for particulate control. At the cleanup tem-
perature of 540°C~1000°F! the alkali vapor content of the fuel gas
is expected to be acceptable for turbine corrosion specifications.

The IGCC plant descriptions presented above considered the
cases where both the gasifier sulfur removal and the external,
second-stage sulfur removal functions were operated simulta-
neously. In the alternative sulfur removal schemes considered, the
following process modification were made:

• In-gasifier sulfur removal only~Fig. 1, Scheme 1!: the gas-
ifier ash sulfation system was retained, but without additional
limestone feeding since no second-stage sulfur removal system
was present to feed regenerator SO2 to the sulfator. The external,
second-stage desulfurization system was eliminated from the pro-
cess diagram in this case.

• External sulfur removal only~Fig. 1, Schemes 4 and 5!: even
though gasifier ash sulfation was not required in these cases, the
sulfation system was retained as a fluidized bed reactor to burn
ungasified carbon in the ash and to capture sulfur (SO2) from the
external desulfurization regenerator as CaSO4. A small makeup

Fig. 5 Cold fuel gas cleaning block process schematic
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feed of limestone was maintained to the gasifier in this case, and
limestone in a sufficient amount for capturing the regenerator SO2
in the sulfator was used.

Power Block. The combined cycle portion of the IGCC
power plant is based upon the SWPC 501F combustion turbine, a
three pressure level reheat heat recovery steam generator~HRSG!,
and a two case, axial exhaust steam turbine. Figure 6 shows the
process diagram of the combined cycle. Steam is generated in the
gasification block, the fuel gas cleaning block, and in the power
island. The high exhaust energy from the combustion turbine
lends itself to a three pressure-level type HRSG system in which
high pressure~HP!, intermediate pressure~IP!, and low pressure
~LP! steam is produced. In addition, a reheat section is provided in
the HRSG to improve overall cycle efficiency. The HP steam is
admitted directly into the HP steam turbine element, the IP steam
is admitted into the cold reheat steam header, and the LP steam is
admitted directly into the IP/LP steam turbine element. The power
island also contains the compressor equipment needed to provide
gasifier air, coal/sorbent transport air, pressurization air, and re-
generator air.

The heat sink for the cycle is a wet type condenser/cooling
tower arrangement. The condenser design is optimized to maxi-
mize cycle performance and to allow for 100 percent steam tur-
bine bypass operation.

IGCC Power Plant Performance
The estimated clean fuel gas heating value for the four study

fuels are listed in Table 5. The fuel gas composition is nearly
identical for the corresponding hot fuel gas and cold fuel gas
cleaning cases. The fuel gas composition estimated reflects a close
approach to equilibrium at the gasifier outlet. Empirical conver-
sion factors were also applied that relate to the approach of the
water-gas-shift reaction to equilibrium, and the generation of
methane, but these had little impact on the power plant thermal
performance. The fuel gas heating value~LHV ! listed in Table 5
is typical of air-blown, low-thermal-value fuel gases. The fuel gas
low heating-value and diluted composition allows efficient com-

bustion with low generation of NOx when applying properly de-
signed combustors. Over the range of conditions considered, the
fuel gas molecular weight ranges from 23.7 to 25.0.

Fuel gas constituents influencing the turbine maintenance, such
as particulate and alkali vapor, were estimated to be at acceptable
content in the fuel gas to satisfy existing turbine specifications for
both the hot fuel gas cleaning and cold fuel gas cleaning cases.
Development testing of hot gas filters in gasification fuel gases
confirm the small-scale, short-term capability of hot gas cleaning
to meet turbine protection requirements, but full-scale demonstra-
tion is needed to establish this as a reliable, long-term capability.

The estimated emissions from the power plant are listed in
Table 6. These estimated emissions are consistent with the capa-
bilities of the equipment as claimed in the literature and have yet
to be demonstrated at a large scale. The emissions shown are
representative of both the hot and cold fuel gas cleaning under the
design conditions established for this evaluation. The emissions
for SOx, NOx, and particulate are expressed in the forms of vol-
ume or mass fraction at the stack and mass per unit of fuel energy
input, and are significantly lower than current standards require.

Solid waste generated by the power plant, listed in Table 6, is
relatively large, being almost twice the power plant coal ash mass
rate. The solid waste rate in the plant is sensitive to the coal sulfur
content and the nature of the bulk sulfur sorbent used. While cold
gas cleaning has the potential to be applied to reduce emissions to
levels lower than assumed as the design basis for this evaluation
and lower than the capabilities of hot gas cleaning, these lower
emissions require the consumption of more energy and result in
lower plant thermal efficiency.

The thermal performance results for the described IGCC power
plant are listed in Table 7. Some results from previous IGCC

Fig. 6 Power island schematic

Table 5 Clean fuel gas heating value

Table 6 IGCC power plant emissions
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process evaluations for entrained oxygen-blown gasification and
for a 501G combustion turbine are also shown in the table. The
table lists results as a function of the fuel type, fuel gas cleaning
type ~hot or cold!, showing the net plant efficiency~LHV !.

The net electrical outputs are

• U.S. Bituminous coal with hot second-stage fuel gas clean-
ing: 261–262 MWe

• U.S. Bituminous coal with cold second-stage fuel gas clean-
ing: 243–274 MWe

• Australian Bituminous coal with hot second-stage fuel gas
cleaning: 259 MWe

• Australian Bituminous coal with cold second-stage fuel gas
cleaning: 269–272 MWe

• Indian Lignite with hot second-stage fuel gas cleaning: 246–
247 MWe

• Indian Lignite with cold second-stage fuel gas cleaning: 259–
276 MWe

• Bagasse with hot fuel gas cleaning: 234–236 MWe

The estimated net electrical output of the power plant is greater
with cold fuel gas cleaning, reflecting the greater generating ca-
pacity of the steam turbine bottoming cycle in this case.

Examination of Table 7 shows that the net plant efficiency is
related to the fuel properties~beating value, moisture content, sul-
fur content! and the required sulfur removal load by Blair Athol
~Australia!.Pgh #8~U.S.!.lignite ~India!.bagasse ~Hawaii!

which is consistent with general expectations. Compared to the
equivalent natural gas-fired power plant, the net plant efficiency is
lower than the natural gas power plant as:

Blair Athol ~Australia!: 10.3–12.6 percentage points,
Pgh #8~U.S.!: 11.6–18.9 percentage points,
lignite ~India!: 12.8–20.6 percentage points,
bagasse~Hawaii!: 19.2–21.4 percentage points.

The comparison of the sulfur removal schemes was consistent
for all of the fuels and their ranking with respect to net power
plant efficiency is:
hot external fuel gas cleaning.hot internal plus hot external.hot
internal.hot internal plus cold external.cold external.

It should be noted that in this comparison the hot internal des-
ulfurization was required to achieve a less stringent level of sulfur
removal than the other schemes due to the performance limita-
tions of this scheme. The net plant efficiency variation for each
coal over all five schemes was:

Blair Athol ~Australia, 0.5 wt percent sulfur!: 2.0 percentage
points,
Pgh #8~U.S., 3.5 wt percent sulfur!: 7.3 percentage points, and
lignite ~India, 3.1 wt percent sulfur!: 7.8 percentage points.

The lower the sulfur content of the coal, the less important the
choice of sulfur removal scheme becomes to the IGCC plant ef-
ficiency.

Overall, the hot gas cleaning schemes show significant advan-
tage over the cold fuel gas cleaning schemes with respect to net
plant efficiency. The hot internal plus hot external scheme shows
the following advantages over the hot internal plus cold external
scheme:

Blair Athol ~Australia, 0.5 wt percent sulfur!: 1.3 percentage
points,
Pgh #8~U.S., 3.5 wt percent sulfur!: 2.4 percentage points.
lignite ~India, 3.1 wt percent sulfur!: 2.4 percentage points.

The hot external scheme shows the following advantages over
the cold external schemes:

Blair Athol ~Australia, 0.5 wt percent sulfur!: 2.0 percentage
points,
Pgh #8~U.S., 3.5 wt percent sulfur!: 7.3 percentage points,
lignite ~India, 3.1 wt percent sulfur!: 7.8 percentage points.

The biomass fuel~bagasse! showed a significant 2.2 percentage
point variation in net plant efficiency with respect to the choice of
gasifier temperature, with the efficiency increasing as the gasifier
temperature is decreased. This trend must be weighed against the
tendency for the formation of tars in the fuel gas and increased
gasifier ash carbon content as the temperature is decreased versus
the tendency for greater bed agglomeration and greater alkali va-
por release as the gasifier temperature is increased.

Hot fuel gas cleaning has claimed potential economic benefits
over cold fuel gas cleaning, as well as the potential for significant
power plant thermal efficiency improvement as is listed in Table
7, but its reliability and environmental performance are currently
uncertain. The power plant capital investment and cost-of-
electricity have not been estimated in this evaluation, so the rela-
tive cost impacts of hot and cold gas cleaning cannot be ad-
dressed. The Sierra Pacific, Pinon Pine IGCC, using the air-
blown, KRW fluid bed gasifier will be the first integrated hot fuel
gas cleaning demonstration. Its operation, starting in late-1997,
will provide the full-scale performance data required to reduce the
uncertainty in this technology.

Comparison of these results with other projected plant net ther-
mal efficiencies from other reported studies or demonstration
plant results must be made with caution since the scope and bases
of reported evaluations and the related boundaries of the plant are
frequently not well defined.

Table 7 Combined-cycle performance sensitivity to sulfur re-
moval requirements
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Conclusions
Combustion turbines can be adapted for the utilization of low-

thermal-value fuel gases generated by coal gasification. The fuel
gas cleaning system must achieve contaminant levels that satisfy
the combustion turbine requirements, as well as emissions perfor-
mance that can satisfy future, stringent environmental demands.
The ability of conventional cold fuel gas cleaning to achieve these
technical requirements has been demonstrated. Hot fuel gas clean-
ing is now being demonstrated in the U.S. in Clean Coal Tech-
nology Programs.

Within this study, it has been shown that IGCC power plant
fuel properties~heating value, moisture content, sulfur content!
and the plant sulfur removal requirement has significant impact on
the power plant net efficiency. Lower sulfur content and lower
sulfur removal requirement will increase the net plant efficiency.
The sulfur removal scheme applied also significantly influences
the plant efficiency. Hot fuel gas cleaning schemes are favored
over cold fuel gas cleaning schemes with respect to net plant
efficiency by greater than seven percentage points for high-sulfur
coals. It is also expected that hot fuel gas cleaning schemes are
favored over cold fuel gas cleaning schemes with respect to the
economics of power generation. In fluid bed gasification, the use
of in-gasifier desulfurization for bulk sulfur removal can enhance
the emissions performance that can satisfy future stringent envi-
ronmental demands.

The coal-fired IGCC plant efficiencies with the SWPC 501F
combustion turbine are estimated to be as high as 46.5 percent
~LHV ! for low sulfur coal, and 45.2 percent~LHV ! for high-sulfur
coal, about 10 percentage points lower than the equivalent natural
gas-fired power plant. Advanced combustion turbines, such as the
501G, are expected to approach IGCC power plant efficiencies of
50 percent~LHV !.
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Preliminary Economics of Black
Liquor Gasifier/Gas Turbine
Cogeneration at Pulp and Paper
Mills
Black liquor, the lignin-rich byproduct of kraft pulp production, is burned in boiler/steam
turbine cogeneration systems at pulp mills today to provide heat and power for onsite use.
Black liquor gasification technologies under development would enable this fuel to be
used in gas turbines. This paper reports preliminary economics of 100-MWe scale inte-
grated black-liquor gasifier/combined cycles using alternative commercially proposed
gasifier designs. The economics are based on detailed full-load performance modeling
and on capital, operating and maintenance costs developed in collaboration with engi-
neers at Bechtel Corporation and Stone & Webster Engineering. Comparisons with con-
ventional boiler/steam turbine systems are included.@S0742-4795~00!00402-6#

Introduction

In 1994, the U.S. pulp and paper industry consumed 1.2 EJ
(1018 J), or 38,000 MW, of black liquor, the lignin-rich byproduct
of fiber extraction from wood in kraft pulp production. This ex-
ceeded the 1.0 EJ of total fossil fuel used by the industry@1#.
Kraft mills burn black liquor today in Tomlinson recovery boilers
that feed back-pressure steam turbine cogeneration systems sup-
plying process steam and electricity to mills. Tomlinson boilers
also recover pulping chemicals~sodium and sulfur compounds!
from the black liquor for reuse@2#. As replacements for aging
Tomlinson boilers, technologies for gasifying black liquor are un-
der development. Black liquor gasifier/combined cycle~BLGCC!
systems prospectively offer improvements in power generating
capability, environmental profile, safety, and capital investment
characteristics, as well as new possibilities for improving the kraft
process itself@3,4#.

Previous work@5,6# has quantified the large increases in power
generation that are possible with BLGCC technology relative to
Tomlinson systems. Relatively little has been published, however,
on the prospective economics of BLGCC systems. This paper
reports on work undertaken with inputs from Bechtel National,
Inc. and Stone & Webster Engineering, with the support of the
U.S. Department of Energy and the Weyerhaeuser Company, to
assess the prospective performance and cost of alternative
BLGCC powerhouse cogeneration technologies. For reference,
self-consistent performance and cost estimates were also made for
conventional Tomlinson-based powerhouses. Using a consistent
set of input assumptions, including information from gasifier de-
velopers, detailed heat and mass balances were developed for each
powerhouse configuration at hypothetical kraft pulp mills having
approximately the same production capacity and process steam
demand. The heat and mass balances were used by engineers at
Bechtel and Stone & Webster as a basis for estimating capital
costs~with accuracy of620–50 percent! and operating and main-
tenance costs, assuming commercially mature technology.

Powerhouse Performance Modeling
Powerhouse cogeneration systems were designed around a

Tomlinson boiler and each of three gasifier designs representing
designs that are under commercial development for BLGCC ap-
plications: high-temperature, oxygen-blown gasification; high-
temperature, air-blown gasification; and low-temperature,
indirectly-heated gasification. The performance of alternative
powerhouse cogeneration systems was calculated using a compu-
tation model originally developed to predict the full-load, design-
point performance of complex gas-steam power cycles@7# and
modified to accommodate black liquor as a fuel. Details of the
computational modeling, including black liquor gasification mod-
eling, are described elsewhere@5,8#.

For each BLGCC system, the turbomachinery included a gas
turbine representing a 70 MWe class of machine typified by the
Seimens V64.3a unit and a single-extraction back-pressure steam
turbine. The black liquor throughput rate required to fuel a
70 MWe class machine is in the range that is typically generated at
kraft mills in the U.S. today—2300–2460 tonnes dry solids per
day ~tds/day!. This corresponds to a mill production rate of about
1315–1415 tonne of pulp per day~tp/day!. The liquor throughput
in each case was set to match the turbine fuel requirements. The
throughput in the case of the Tomlinson system was set to be
roughly comparable to those with the BLGCC systems.

A perfect match between black liquor available at a mill and the
fuel requirements of a specific gas turbine will be rare, because
black liquor availability is largely determined by considerations
related to pulp and paper production, while the size of the gas
turbine is determined by the few models available on the market.
One practical operating strategy at a mill~not considered here!
might involve supplementing the available gasified black liquor
with natural gas or gasified biomass to provide the full fuel re-
quirement of a gas turbine. Alternatively, the gas turbine might be
undersized relative to the gasifier, and the excess gasified black
liquor might be used for supplementary firing of the HRSG.

Total process steam delivered by each cogeneration system per
unit of black liquor throughput was fixed at a level representative
of a typical U.S. kraft pulp mill: 28.4 GJ/tds, or equivalently, 16.3
GJ/tp. Each system delivers process steam at 10 bar and 4 bar in
a mass ratio of 1:2. In all four cases process steam production
from the black liquor alone is insufficient to meet the mill’s de-
mand. A supplemental boiler burning biomass is included in each
case to augment steam production. For the Tomlinson cycle, peak
steam pressure is 60 bar, a common level in practice to minimize
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corrosion concerns. For BLGCC systems, a higher peak steam
pressure is feasible in the HRSG~90 bar! because corrosion con-
cerns are negligible.

Heat and Mass Balances

High-Temperature, Oxygen-Blown BLGCC. The basic
plant configuration with the pressurized, oxygen-blown, high-
temperature gasifier is shown in Fig. 1. The gasifier modeled in
this case is nonadiabatic, based on the proposed Noell gasifier
design, which includes steam recovery from a reactor cooling
jacket @9#. The gasifier product gas passes through an integral
quench bath and is further cooled by preheating makeup and con-
densate return water. Water condenses from the product gas in
this process and is recirculated to the quench bath. The quench
bath water preheats the recirculated condensate. A trim cooler
drops the gas temperature to 40°C, the operating temperature for
the caustic scrubbing stage that is assumed to capture H2S from
the gas. The heat content in the fuel gas leaving the scrubber is
sufficiently high that a saturator can be included upstream of the
gas turbine to increase overall power output and generating effi-
ciency. The gas is modestly superheated before firing in the gas
turbine combustor. Steam is raised at 90 bar in the HRSG from
relatively clean turbine exhaust. The HRSG exhaust is used to dry
biomass in advance of it being fired in the biomass boiler.

High-Temperature, Air-Blown BLGCC. The basic plant
configuration with air-blown gasification~Fig. 2! is similar to the
previous system, with oxygen replaced by air bled from the gas
turbine compressor. There is no active cooling of the gasifier, but
low-pressure steam is raised and boiler feedwater is preheated
during gas cooling. A saturator is not used due to the lower heat
content of the gases leaving the scrubber, but the syngas is pre-
heated after the scrubber before firing in the gas turbine. Preheat-
ing does not appreciably improve cycle efficiency, but because of
the low heating value of the fuel gas it is important in increasing
combustion stability.

Low-Temperature, Indirectly-Heated BLGCC. This plant
configuration~Fig. 3! is based on the fluidized-bed gasifier design
of MTCI, which operates below the melting temperature of the
inorganic solids@10#. Heat for gasification is provided by in-bed
heat exchanger tubes. Combustion products from a pulse combus-
tor burning part of the cleaned gasifier product gas flow inside the
tubes. With steam as the primary fluidizing agent, the gasifier acts
essentially as a black liquor steam reformer. The configuration
here includes substantial heat exchange between various flows.
Raw syngas at 600°C and 1.4 bar is cooled first by raising high-
pressure steam and then by pre-heating air for the pulse combus-
tor. After scrubbing, about half of the syngas goes to the pulse
combustor. The rest is compressed and delivered to the gas tur-
bine combustor. After releasing heat inside the gasifier, the pulse
combustor flue gases~at 700°C! are cooled first by superheating
gasifier fluidizing steam, then by raising steam in a boiler con-
nected in parallel with the syngas cooler, then by pre-heating the
pulse combustor fuel, and finally by preheating boiler feedwater.
Some steam is also generated in the cooling circuit of the pulse
combustor. The steam generated by the syngas cooler and the
pulse combustor flue gases are fed to the gas turbine HRSG. Some
6 percent by mass of carbon input to the gasifier is not gasified. It
is assumed that 75 percent of this carbon is recovered and burned
in the biomass boiler. As in all other plant schemes, the steam
cycle of the gas turbine HRSG is integrated with that of the bio-
mass boiler to optimize heat recovery and allow use of a single
steam turbine and condenser. The absence of air and oxygen in the
feed to the gasifier substantially reduces the flow of syngas that
must be compressed for injection into the gas turbine combustor,
thereby reducing the parasitic consumption of the syngas
compressor.

Tomlinson Boiler. To provide a consistent comparison be-
tween gasification-based systems and Tomlinson boiler cogenera-
tion systems, the Tomlinson technology has been modeled at a

Fig. 1 Heat Õmass balance used as basis for cost estimate of a BLGCC system with high-
temperature, oxygen-blown gasifier
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Fig. 2 Heat Õmass balance used as basis for cost estimate of a BLGCC system with
high-temperature, air-blown gasifier

Fig. 3 Heat Õmass balance used as basis for cost estimate of a BLGCC system with low-
temperature, indirectly heated gasifier
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comparable level of detail~Fig. 4!. A deaerator is included in all
four systems modeled, but is only shown explicitly in the process
flow diagram for the Tomlinson boiler case.

Preliminary Economics
The final heat and mass balance configurations~Figs. 1–4!,

summarized in Table 1, were developed taking into consideration
recommendations of engineers from the Bechtel Corporation and
Stone & Webster Engineering aimed at insuring that each case
represented a feasible, practical system. Modifications made to the
balances to address these recommendations led to a larger spread
in black liquor throughput among the four cases than initially
targeted. However, the throughput in all four cases falls within a
range of67 percent~Table 1!, so that comparisons on a per-unit
basis~e.g., kWh/tp or $/kW! are reasonable.

Engineers from Bechtel and Stone and Webster were engaged
to develop capital, operating and maintenance cost estimates for
the cogeneration systems based on the final heat and mass bal-
ances and assuming BLGCC technology to be commercially-
mature,Nth-plant technology. Bechtel provided estimates for the
two high-temperature BLGCC cases and for the Tomlinson case
@11#. Stone & Webster provided estimates for the low-temperature

BLGCC and for the Tomlinson case@12#. Having both firms pro-
vide an estimate for a Tomlinson system provided a cross-check
on the consistency of estimates from the two firms. The firms
solicited vendor quotes for some major equipment and relied on
in-house cost databases for others.

A set of general study criteria intended to be representative of
conditions at a typical bleached kraft pulp mill in the U.S. were
developed and used by both firms to provide a consistent, reason-
able, and fair basis for each cost estimate~Table 2!. The study
criteria were defined to make cost comparisons between technolo-
gies as consistent and transparent as possible. For example,
‘‘greenfield replacement’’ of an existing Tomlinson powerhouse
was assumed, i.e., the costs were developed to represent new con-
struction without including costs for demolition, site remediation,
and other factors that tend to be mill-specific, while not being
especially relevant to a comparison between technologies. A
Southeastern U.S. site was selected for geographic specificity.

An important implicit assumption in the BLGCC cost analysis

Fig. 4 Heat Õmass balance used as basis for cost estimate of a conventional Tomlinson-based
recovery powerhouse system

Table 1 Summary of calculated heat and mass balances for
alternative black liquor co-generation technologies

Table 2 Main criteria Õguidelines for costing studies
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is that these systems would not require any changes at the mill
outside of the boundaries of the powerhouse defined in this study,
especially that each BLGCC system would fulfill the same chemi-
cal recovery function as a Tomlinson boiler. A brief elaboration of
this point is warranted. The design of a Tomlinson unit is such
that essentially all of the inorganic pulping chemicals are recov-
ered as a smelt of sodium sulfide (Na2S) and sodium carbonate
(Na2CO3). This smelt is dissolved in water to form ‘‘green li-
quor.’’ Green liquor is delivered from the powerhouse to the
‘‘causticizing’’ area of a mill, where it is reacted with calcium
hydroxide (Ca~OH!2) formed by mixing calcium oxide~CaO!
with water in a causticizer. This reaction converts the Na2CO3 to
NaOH, thereby regenerating the pulping chemical, a mix of Na2S
and NaOH. The precipitate from the causticizer, calcium carbon-
ate (CaCO3), is heated in a lime kiln~typically by burning re-
sidual oil or natural gas! to regenerate CaO.

Compared with firing black liquor in a Tomlinson boiler, more

sulfur will leave a gasifier in the vapor phase as H2S @5#. As a
result, less of the condensed-phase Na will be present as Na2S and
more will be present as Na2CO3. Also, additional Na2CO3 may be
formed at the H2S scrubber, since any CO2 removed with the H2S
will react with the green liquor scrubbing medium to form
Na2CO3. Both the condensed-phase from the gasifier and the
scrubber effluent would be delivered to the causticizing area.
Na2CO3 present in these streams in excess of that delivered from
a Tomlinson system will require a larger causticizing area. Alter-
native strategies for recovery of H2S are possible to minimize or
eliminate this impact@4#, with modest cost consequences.

Capital and O&M Cost Estimates. Tables 3 and 4 detail the
‘‘overnight’’ capital cost estimates for the three BLGCC systems
and the Tomlinson system. In these tables, the cost-driving param-
eter for each major unit is shown, e.g., heat duty for heat exchang-
ers. The estimates assume 100 percent gasifier over-capacity in
the oxygen-blown case, 33 percent over-capacity in the air-blown
case, and no over-capacity in the indirectly-heated case. In the
air-blown case, the physical size of the individual gasifier units is
constrained by their transportability to the site. The difference in
the Tomlinson cost estimates made by the two engineering firms
appears to be larger than might be expected. Because insufficient

Table 3 Capital cost estimates „1997$… based on work by the
Bechtel Corporation †11‡ for pulp mill powerhouse systems
shown in Fig. 1 „with O2-blown back liquor gasification …, Fig. 2
„air-blown gasification …, and Fig. 4 „Tomlinson recovery boiler …

Table 4 Capital cost estimates „1997$… based on work by
Stone & Webster Engineering †12‡ for pulp mill powerhouses in
Fig. 3 „with indirectly-heated black liquor gasification … and Fig.
4 „with Tomlinson recovery boiler …
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recent industry costs for actual installed Tomlinson units were
available to reconcile the difference between the two estimates,
both are carried through the analysis here, and an average of the
two is used where needed.

Table 5 shows O&M cost estimates developed by Bechtel and
Stone & Webster for all systems. Stone and Webster’s estimates
are considerably lower than those made by Bechtel, both for gas-
ification systems~upper portion of the table! and for Tomlinson
technology~lower portion of the table!. Similar labor rates were
used by both firms, but different sub-classifications of the variable
costs make direct comparisons between the Bechtel and Stone and
Webster estimates difficult.

Overall Economics. The overall performance and costs of
the four alternative black liquor cogeneration systems are summa-
rized in Table 6. High, low, and average cost parameter values are
shown for the Tomlinson technology, representing the range of
estimates developed by Bechtel and Stone & Webster. Interest

during construction, assuming a two-year construction period, ac-
counts for about 7 percent of the total installed cost.

Capital costs are shown in Table 6 normalized by the black
liquor throughout~kg liquor solids/day! and by the net electricity
generating capacity (kWe) to eliminate complications of compar-
ing absolute capital costs for systems that each process black li-
quor at slightly different rates. The capital cost per kg of black
liquor solids processed is within614 percent for the three
BLGCC systems and the two Tomlinson systems. Thus, all sys-
tems are roughly equally capital intensive considering them
strictly as chemical recovery units, which is primarily how they
are viewed by pulp producers. Because of the much higher power
output with the BLGCC systems, however, their costs per kWe are
substantially lower than for the Tomlinson systems:
$1380– 1440/kWe , compared to $3190-3920/kWe for the Tom-

Fig. 5 Calculated costs of electricity generation, assuming 91
percent capacity factor, 15 percent per year capital charge rate,
and $30 Õdry tonne biomass. See Table 6.

Table 5 Operation and maintenance cost estimates for black
liquor recovery systems in Figs. 1–4, by Bechtel †11‡ and Stone
& Webster †12‡

Table 6 Capital and operating cost summary and calculated
costs of electricity for black liquor cogeneration systems
shown in Figs. 1–4 and detailed in Table 1 and Tables 3–5
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linson systems. Thus, considered strictly as power generators, the
BLGCC systems have considerable capital cost advantages over
the Tomlinson technology.

The high net power output with the BLGCCs is due to the
inherently higher electricity-to-process steam~E/S! production ra-
tio for a combined cycle cogeneration system relative to a steam
turbine-based system. The higher E/S ratios for the BLGCCs ne-
cessitates a greater reliance on supplementary biomass fuel in or-
der to meet the same process steam demand as with the Tomlin-
son technology. The air-blown BLGCC is the best process steam
generator among the BLGCC systems and thus requires the least
amount of supplemental biomass among the BLGCC systems
~Table 6!. The larger biomass boilers needed with the BLGCC
systems are accounted for in the capital cost estimates~Tables 3
and 4!, and the higher costs associated with greater biomass con-
sumption are included in the calculation~discussed below! of the
total lifecycle costs associated with each powerhouse option.

Total lifecycle cost for each option is presented in Table 6 in
terms of the busbar cost of electricity generation, including capi-
tal, operation and maintenance, and biomass cost. In this calcula-
tion, the cost of the black liquor delivered from the mill to the
powerhouse is assumed to be equal to the value of the process
steam and green liquor delivered from the powerhouse back to the
mill. Biomass fuel is valued at $30 per dry tonne~$1.5/GJ!, a
typical cost for wood residues available at many pulp mills in
North America. Total busbar electricity costs are calculated in
Table 6 for real capital recovery rates of 10 percent, 15 percent,
and 20 percent per year.

Because of the lower per-kWe capital costs for the BLGCC
systems compared to the Tomlinson technology, the calculated
busbar costs are lower. For example, with a 15 percent/year capi-
tal charge rate, the BLGCC systems produce power for 4.1 to 4.6
¢/kWh compared to more than double this~9.5 ¢/kWh average!
for the Tomlinson system~Fig. 5!.

The relative costs of the different powerhouse options can al-
ternatively be assessed by calculating the costs for power gener-
ated with the BLGCC systems in excess of the power generated
with the Tomlinson system. The costs charged against this incre-
mental power are the difference in capital, O&M, and biomass
expenditures between the BLGCC and Tomlinson systems. Con-
sidering a 15 percent capital charge rate, the cost of incremental
power ranges from 0.4 ¢/kWh to 2.0 ¢/kWh for the BLGCC sys-
tems~Table 7!. For the powerhouse owner, the value of this in-
cremental electricity would be substantial, e.g., $13 to $21 million
if the electricity were sold for 3 ¢/kWh or, equivalently, were
replacing purchased electricity costing 3 ¢/kWh~Table 7!. If the
very low incremental cost estimates shown in Table 7 are approxi-
mately realized in practice, an investment in a BLGCC system in
lieu of a Tomlinson system should be a very profitable venture.

The assumption that the BLGCC systems can fulfill the role of
the Tomlinson technology implies that they would be able to pro-
vide the same chemical recovery function.~The capital costs in
Table 6 were estimated on this basis.! While there appear to be
technological strategies for achieving this@4#, they have yet to be
demonstrated. It is instructive to ask, therefore, how much addi-
tional capital could be expended on the BLGCC systems~e.g., to
insure its chemical recovery function! before the total busbar costs
of power generation would exceed the busbar costs with the Tom-
linson system. The answer is that the capital costs for BLGCC
systems could double or triple before busbar costs exceed the
average busbar cost calculated for the Tomlinson technology. The
allowable capital expenditures in excess of those shown in Table 6
are $260, $360, and $370 million for the air-blown, oxygen-
blown, and indirectly-heated gasification cases, respectively.

Conclusions
The analysis in this paper indicates that whenNth-plant costs

are achieved for BLGCC systems, gasification-based black liquor
processing at a kraft pulp mill will involve capital costs per unit of
liquor processed that are comparable to those for conventional
Tomlinson-based systems. However, because the BLGCC systems
will generate double to triple the amount of electricity for the
same black liquor throughput, the total cost of electricity genera-
tion per kWh will be about half that with Tomlinson-based
technology.
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Sub-Scale Demonstration
of the Active Feedback Control
of Gas-Turbine Combustion
Instabilities
Described are sub-scale tests that successfully demonstrate active feedback control as a
means of suppressing damaging combustion oscillations in natural-gas-fueled, lean-
premix combustors. The control approach is to damp the oscillations by suitably modu-
lating an auxiliary flow of fuel injected near the flame. The control system incorporates
state observer software that can ascertain the frequency, amplitude, and phase of the
dominant modes of combustion oscillation, and a sub-scale fuel flow modulator that
responds to frequencies well above 1 kHz. The demonstration was conducted on a test
combustor that could sustain acoustically coupled combustion instabilities at preheat and
pressurization conditions approaching those of gas-turbine engine operation. With the
control system inactive, two separate instabilities occurred with combined amplitudes of
pressure oscillations exceeding 70 kPa (10 psi). The active control system produced
four-fold overall reduction in these amplitudes. With the exception of an explainable
control response limitation at one frequency, this reduction represented a major milestone
in the implementation of active control.@S0742-4795~00!00702-X#

Introduction

Perspective. Strong instabilities can occur in the combustors
utilized in propulsion and industrial applications when the com-
bustion process couples with the acoustic field in a way that ex-
cites one or more natural acoustic modes of the system@1#. Uti-
lized approaches for eliminating these instabilities often consist of
one or more of the following:

• modification of the combustion process to reduce the magni-
tude and/or change the frequency dependence of its driving

• increasing the combustor’s damping
• preventing the excitation of unstable combustor modes~e.g.,

by welding in baffles, etc.!
• shifting the frequencies of the combustor’s unstable modes

away from the range where the combustion process driving is
maximized

Unfortunately, implementation of these passive control ap-
proaches can be costly and time consuming, and they often fail to
adequately damp the instability. Consequently, interest in devel-
oping active control systems~ACS! for stabilizing propulsion sys-
tems has increased in recent years. These efforts started with the-
oretical considerations of the subject in the 1950s@2–4#, and were
followed by the eventual demonstration of the feasibility of active
control of combustion instabilities in the 1980s@5–7#.

Interest in practical control of combustion instabilities in com-
mercial gas turbines grew significantly when lean-premix com-
bustors evolved as a means for reducing NOx~oxides of nitrogen!
emissions from gas turbines without injecting steam or water into
the combustor. In those combustors fuel and air are uniformly
mixed in a lean stoichiometry before entering the combustion
zone. At the leanest conditions, small changes in stoichiometry

can cause marked changes in the chemical reaction rates, giving
rise to combustion instabilities that may develop pressure ampli-
tudes of damaging levels. Of particular concern in the lean pre-
mixed combustor is the coupling of the combustion chamber pres-
sure oscillations with the dynamics of the premix feed system.

Control Considerations. A typical actively controlled com-
bustor may consist of the combustion chamber, a sensor that de-
tects the instability, analysis software~the observer! that deter-
mines the state of the system, a controller that modifies the
observer’s output to provide a signal for the actuator, and an ac-
tuator that perturbs the system in a controlled manner. Ideally,
such a controller provides flexibility that will permit its effective
application in different systems with different operating condi-
tions that change with time. In addition, such a controller should
be capable of controlling the performance of systems whose be-
havior is not fully understood. Finally, it must be significantly less
expensive and more dependable than existing approaches for sup-
pressing combustion instabilities.

A recent publication by Neumeier and Zinn@8# includes a sur-
vey of the active control approaches that have been taken in the
suppression of combustion instabilities in recent years. Limita-
tions to control effectiveness have included the inability to deal
with closely spaced modes; the destabilization of stable combustor
modes; the inability to adapt to suddenly changed conditions; dif-
ficulty in estimating modal parameters in implementing model-
based control; and highly complex actuator behavior. The authors
proceed to describe an improved control approach that addresses
these problems. It is based upon a novel observer that can rapidly
identify the frequencies, amplitudes and phases of several excited
combustor modes without a priori knowledge of the mechanism of
the instability. Furthermore, this observer can rapidly respond
~i.e., follow! the changes in the characteristics of the instability.
The information acquired by this observer is then used by the
controller to optimally attenuate each unstable combustor mode
without destabilizing other modes. The present paper describes
the implementation of this control approach on a sub-scale gas-
turbine combustor.

1Visiting Scholar.
Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN

SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Stockholm, Sweden,
June 2–5, 1998; ASME Paper 98-GT-258. Manuscript received by IGTI March 8,
1998; final revision received by the ASME Headquarters January 3, 2000. Associate
Technical Editor: R. Kielb.
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Experimental Facilities

Combustion Stabilization Test Section and Test Combustor
The combustion stabilization test section shown in Fig. 1 was
specially designed and fabricated for these experiments and was
installed in a high-pressure, preheated combustion facility at the
Siemens-Westinghouse Science & Technology Center. It includes
an inlet air vessel that acoustically isolates the combustor from the
upstream compressed-air supply system and a spray cooler ple-
num that isolates it from the exhaust system. The test section was
intended to sustain acoustically coupled combustion instabilities
so that the active control system’s performance could be evalu-
ated.

The sub-scale combustor that forms an integral portion of this
test section was designed to meet the following requirements:

• The main combustion was to take place under conditions rep-
resentative of a gas turbine operating with lean-premix, natural
gas combustion. The premix fuel gas was to be introduced
through a single primary fuel manifold and nozzle assembly.

• A modulated auxiliary flow of fuel gas for the active control
system was to be introduced through a separate manifold and
nozzle assembly.

• A central assembly with integral igniter was to be provided
for flame holding.

The test combustor itself, shown in Fig. 2, resembles, in sim-
plified form and small scale, a developmental gas turbine combus-
tor design. Its radial dimensions are scaled down about 10-fold,
but it has full axial dimensions to keep the longitudinal acoustic-
mode natural frequencies representative of full-scale combustors.
Two water-cooled piezoelectric transducers sense pressure fluc-
tuations within the combustor.

Control System. A schematic of the ACS used to control
instabilities in the sub-scale gas-turbine combustor is shown in

Fig. 3. The developed ACS is based upon an observer that can
rapidly identify the frequencies, amplitudes and phases of the
combustion oscillations, which are generally not known in ad-
vance, and a fast fuel actuator that modulates an auxiliary fuel
stream to produce combustion process heat release oscillations
within the combustor. The feasibility and performance of this
ACS were initially investigated using numerical simulations and
subsequently demonstrated on an unstable gas rocket setup under
the sponsorship of the Air Force Office of Scientific Research@8#.

The Observer. A critical element in the ACS is the novel
observer that analyzes the measured instability signal to determine
in real time the amplitude, phases and frequencies of the unstable
combustor modes. Theoretical details and illustrations of the fast
convergence of the observer are described in the foregoing refer-
ence. The observer provides the capability of rejecting random
noise and generating a reconstructed signal that closely follows
the underlying dynamic content of the input signal.

Auxiliary Fuel Actuator. The actively controlled auxiliary
fuel actuator introduced an oscillatory fuel flow into the combus-
tion zone. High-pressure fuel was supplied to the actuator and
forced through an annular orifice between the outer wall of the
needle’s base and its seat before flowing through a feed tube and
slot-shaped nozzle into the combustor at the downstream end of
the flame holder~see Fig. 2!. A magnetostrictive actuator, sup-
plied by Etrema Inc., was attached to the needle and used to
oscillate the needle along its axis in response to changes in an
electrical control signal. The oscillatory axial motion of the needle
produced periodic changes of the annular cross sectional area be-
tween the needle’s base and its seat, resulting in a controlled,
modulated, auxiliary fuel flow rate through the annular orifice.
The electrical signal to the actuator consisted of a steady and an
oscillating component, which controlled the magnitudes of the
steady and oscillating flow rates through the fuel nozzle actuator,
respectively. Both signals were generated in the control computer,
separately amplified, and then combined into a single control sig-
nal that was fed to the actuator.

The acoustic impedance and pneumatic resistance of the auxil-
iary nozzle’s elements that carried the fuel from the supply line to
the combustor were sized to maximize the fuel flow rate oscilla-
tions at the nozzle’s exit and minimize the effect of the combustor
pressure oscillations upon the nozzle’s performance over a wide
frequency range. The actuator used in this study was a three-fold
scaled-up version of that used by Neumeier@9# to demonstrate
active control of combustion instabilities in the gas rocket engine.

Early performance prediction and recent simulation and mea-
surements@10# proved that the utilized auxiliary fuel actuator can
produce fuel flow modulation amplitudes of the order of 0.6
grams per second over a 0–1000 Hz frequency range. Such fuel
flow modulations can produce 60 kW peak-to-peak heat release
rate oscillations if they are ‘‘fully’’ converted into heat release
oscillations. The overall performance of the actuator, however,
depends upon the conversion of these auxiliary fuel modulations
into heat release oscillations. Indeed, one would expect this con-
version to be strongly dependent on the nozzle/flame holder con-
figuration. As discussed in a later section, we did not have the
opportunity to quantify any ‘‘blurring’’ of these fuel flow modu-
lations that may have occurred by mixing and transport between
the nozzle and flame front in this sub-scale combustor.

Fig. 1 Sub-scale combustion stabilization test section. Ple-
nums at the upstream and downstream ends decouple the
combustor acoustically from the air supply and exhaust lines.

Fig. 2 Enlarged view of combustor portion of test section Fig. 3 Schematic of the active control system
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Analytical Model
The acoustic characteristics of the sub-scale combustor with the

ACS inactive were predicted using the acoustic impedance model
described in Fig. 4. This model was originally created to predict
the values of the combustor’s natural frequencies, near which in-
stabilities could develop, but it was not intended to predict explic-
itly which of these modes would be driven. However, as will be
shown later, the model turned out to be useful for interpreting the
observed control performance.

Acoustic impedance is defined as the ratio of the complex am-
plitude of pressure to the complex amplitude of volume velocity
~volume of a fluid swept through a given plane per unit time!. The
impedances of the test section include compact elements such as
orifices and plenums, which are modeled with lumped resistances,
inertances, and compliances, in addition to wave transmission el-
ements, whose length dimensions are of the order of magnitude or
larger than the acoustic wavelength in the relevant frequency
range@11#.

Standard techniques for circuit analysis were used to combine
the element impedances. One-dimensional~axial-direction! wave
propagation was assumed for the wave transmission lines over the
0–500 Hz frequency range of interest. Any effects of steady flow
velocity on sound speeds were ignored, as were any effects of
products of combustion; i.e., the sound speed values used were
those of still air, adjusted for temperature. The temperature distri-
butions throughout the test section were estimated from a limited
number of thermocouple measurements at the operating condi-
tions that produced the strongest instabilities~described later!.
The acoustic resistance values for the air supply line and the ex-
haust discharge line were obtained by treating them as infinite
sinks, while others were simply estimates.

In this modeling approach, the injection of oscillating volume
velocity, i.e., volume expansion rate of oscillatory combustion, is
used as an alternate to unsteady heat release. Based partly on
earlier CFD modeling of the combustor, the effective center or
‘‘lumped’’ axial location of the flame front, i.e., the location at

which the acoustic impedance seen by the volume-velocity source
would be calculated, was taken as 75 mm~3.0 in! downstream of
the flame holder.

The following is a listing of the acoustic natural frequency val-
ues in the range of 0 to 800 Hz as inferred from peaks in the
magnitude of acoustic impedance as a function of frequency. As
will be seen later, instabilities actually occurred in the vicinity of
only two of these modes.

Acoustic Natural Mode Number Calculated Natural Frequency

1 122 Hz
2 196 Hz
3 378 Hz
4 593 Hz

Results and Discussion

Combustor Operation Without ACS. With the control sys-
tem inactive~except for steady flow of auxiliary fuel!, we identi-
fied a set of operating conditions that would provide strong insta-
bilities for subsequent tests on the ACS. These conditions were as
follows:

Combustion Chamber Pressure: 862 kPa~125 psig!
Air Flow: 54 g/s ~0.12 lbm/s!
Air Supply Temperature: 322°K~120°F!
Primary Fuel Flow: 1.4 g/s~0.0031 lbm/s!
Auxiliary Fuel Flow: 0.68 g/s~0.0015 lbm/s!

~steady component only!
Equivalence Ratio: 0.61~based on total fuel flow!
Estimated Flame Temperature: 2030°K~3200°F!

The chosen equivalence ratio was about midway between the
limits of lean blowoff ~about 0.5! and maximum intended wall
temperature~about 0.7! for this combustor. The steady component
of auxiliary fuel flow was set at a large fraction~about 1/3! of
total fuel for purposes of cooling the flameholder in this sub-scale
design, and not for reasons of control authority. We briefly

Fig. 4 Acoustic impedance model used to calculate natural acoustic modes and frequency-response quantities for the test
section. „a… Detailed model. „b… Impedence elements combined upstream and downstream of the volume-velocity source. „c…
Upstream and downstream impedances combined.

264 Õ Vol. 122, APRIL 2000 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.119. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



changed the fraction of the steady component by more than610
percent in the tests without ACS and found no effect on the
strength of instability. Emissions were not sampled in conjunction
with these experiments.

Two separate instabilities~combustion oscillations!, having fre-
quencies in the vicinity of 230 Hz and 550 Hz, were observed at
these conditions. As shown in the Fig. 5 ‘‘waterfall’’ spectrum
plot, these two instabilities tended to alternate—sometimes ap-
pearing together but usually appearing separately, each one disap-
pearing and then reappearing. This pattern tended to be cyclic and
may have involved thermal lags associated with the counterflow
cooling of the combustor walls. The observed frequencies were
reasonably close to the calculated acoustic-mode natural frequen-
cies ~230 versus 196 Hz and 550 versus 593 Hz!. The maximum
amplitudes of the pressure oscillations during periods of instabil-
ity were in some instances greater than 70 kPa~10 psi! peak. Of
the two pressure transducers, the combustion-chamber pressure
fluctuation transducer, P1~see Fig. 2!, tended to show the stronger
response to the standing pressure wave at 230 Hz. Transducer P1
and the air-supply-duct transducer, P2, showed roughly compa-
rable responses to the 550 Hz pressure wave. Most of the pressure
oscillation data shown in this paper are from the chamber trans-
ducer, P1.

Open-Loop Control Experiments. Open-loop tests are
needed to evaluate the response of the combustion heat release to
variable-frequency, sinusoidal actuator command signals, yielding
the transfer function of the actuator in terms of gain and phase.
The gain is the ratio of the amplitudes of the generated heat re-
lease oscillations to the current excitation in the actuator coil, and
the phase measures the overall time delay contributed by the com-
plex mixing and chemical reaction processes. Neumeier@9# had
described such open loop tests where radical~CC and CH! radia-
tion from the flame zone was measured to determine the combus-
tion heat release. However, an accurate heat release measurement
requires a window that can capture the global radiation from the
reaction zone. Such a window was not available in the sub-scale
combustor, making it unfeasible to measure the transfer function
of the auxiliary fuel injection. The open-loop tests were thus lim-
ited to qualitative confirmation of pressure response in the com-
bustor to actuator excitation at various frequencies.

Shown in Fig. 6 are time traces and spectra of the pressure
fluctuations measured by Transducer P1 at various auxiliary fuel
modulation frequencies. The operating conditions of the combus-
tor for this test had been altered from those listed above, just
enough to provide stable combustion~same flows, but 20 percent
higher absolute pressure! to aid in detecting the oscillations in-
duced by the fuel modulations. Fig. 6~a! shows the pressure os-
cillations with no modulations on the auxiliary fuel. The pressure
spectrum indicates weak~note that scale is linear! but clear reso-
nant peaks near 200, 520, and 820 Hz. When modulations of 200

Hz are introduced to the auxiliary fuel stream by the actuator, a
clear, dominant tone appears at 200 Hz in the pressure spectrum
~see Fig. 6~b!!. The modulating frequency is apparent also in the
time trace of the pressure oscillations.

Clear pressure response is indicated also for modulation fre-
quency as high as 800 Hz~see Fig. 6~c!!. Interestingly, the reso-
nance mode, distinguishable as a small peak just to the right of the
800 Hz exciting frequency, has not been excited by the fuel modu-
lations, yet, the oscillation at 520 Hz shows the strongest
response—likely the return of the higher-frequency combustion
instability sustaining itself simultaneously with, but not necessar-
ily caused by, the 800 Hz auxiliary fuel modulation.~We did not
turn off the 800 Hz modulation to confirm this explanation; it is
possible that the two oscillations may have actually been coupled
by nonlinearities.!

Especially significant is the fact that there was poor coherence
~cause/effect relationship! between the command signals and the
resultant pressure oscillations, as determined with the use of a
dual-channel spectrum analyzer, when the fuel modulator was
driven in the 500–600 Hz range. Also, the pressure responses
swung erratically from weak to strong in this range. A later sec-
tion argues that this behavior was related to the placement of the
auxiliary fuel nozzle in relation to the acoustic wave shapes in that
range of frequencies.

Closed-Loop Control Experiments. After verifying that
auxiliary fuel modulations indeed excite heat release oscillations
within the combustor in the open-loop tests, we initiated closed-
loop active control of the combustion oscillations. For this mis-

Fig. 5 Typical ‘‘waterfall’’ frequency-spectrum plot of
combustion-chamber pressure oscillations „Transducer P1 … for
the lower-frequency „230 Hz vicinity … and upper-frequency „550
Hz vicinity … instabilities of the combustor without active control

Fig. 6 Sample time histories and frequency spectra of
combustion-chamber pressure fluctuations in open-loop active
control tests „Transducer P1 …. „a… With no modulation of auxil-
iary fuel flow. „b… With modulation of auxiliary fuel flow at 200
Hz. „c… With modulation of auxiliary fuel flow at 800 Hz.
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sion, the primary and nominal~without modulations! auxiliary
fuel flow rate were set at the levels identified above, where strong
instabilities occurred. All closed-loop testing was focused on this
single set of conditions. The steady component of auxiliary fuel
flow was controlled constant at the 0.68 g/s level throughout. Be-
cause an accurate heat-release transfer function was unavailable,
the appropriate phase shift and gain were determined using the
following manual adaptive procedure in conjunction with the
Transducer P1 signal:

~a! set a high gain
~b! sweep phase until maximum pressure oscillation amplitude

is obtained
~c! subtract 180 degrees from the phase of maximum oscilla-

tion amplitude; this is the phase that will provide maximum
attenuation

~d! change gain to a value above which no significant attenua-
tion is obtained

Figure 7~a!, a sample time history of pressure oscillations mea-
sured by the combustion-chamber transducer~P1! with and with-
out operation of the ACS, clearly demonstrates effective control
action. Figure 7~b! shows the RMS level of the Transducer P1 and
P2 signals, instantaneously averaged by an analog mixer before
RMS averaging. A four-fold reduction in pressure oscillation level
by the ACS is seen in both plots. The alternating pattern of the
two modes persisted when ACS was optimally adjusted, but the
oscillation amplitudes were at much lower levels. In testing with
all possible phase shifts per the above-described procedure it was
found that the ACS had much less influence on the 550 Hz mode

than on the 230 Hz mode, consistent with the above-described
lack of open-loop coherence in the 550–600 Hz range.

Post-Test Analysis of Control Behavior. The open-loop
testing showed that intentional sine-wave modulation of the aux-
iliary fuel flow by the control system could produce strong and
coherent pressure oscillations in the combustion chamber at al-
most all frequencies from zero to 500 Hz and from 600 to 1000
Hz. It followed that closed-loop control was very effective in
damping out the sub-scale combustor’s 230 Hz, lower-frequency
instability. However, the pressure oscillations generated in open-
loop testing in the 500 to 600 Hz range lacked coherence with the
actuator command signal, and the closed-loop control effective-
ness in the instability that occurred in this range was limited.

We used results from the acoustic impedance modeling to seek
an explanation for this finding. Baade@12# showed that the Ray-
leigh Criterion could be recast into a form which leads to exactly
the same requirements for instability as derived using classical
methods for analyzing the stability of servocontrol systems~see
Fig. 8!. For compact-flame, premix combustors with one-
dimensional modes, acoustically coupled combustion instability
occurs at frequencies where both of the following criteria on com-
plex frequency-response quantities are satisfied:

uZtiHiGu.1 (1)

and

/Zt1/H1/G50° or integral multiples of 360°, (2)

where
Zt is the combined upstream and downstream acoustic driving-

point impedance seen by the volume-velocity source at the loca-
tion of the flame~see Fig. 4!

H521/Zu is the negative of the acoustic admittance~recipro-
cal of acoustic impedance! looking upstream at the location of the
flame

G is the flame transfer function~the ratio of oscillatory volume
velocity of combustion-product release during unsteady combus-
tion to the volume velocity of the oscillating premix flow!

i denotes magnitude of a complex quantity
/ denotes phase angle of a complex quantity.
The servocontrol loop shown in Fig. 8~not to be confused with

the ACS! models premix combustion dynamics assuming that the
flame is compact. Earlier CFD modeling of the sub-scale combus-
tor, however, gave predictions of reaction-zone lengths as long as
five combustion-chamber diameters. This compact-flame servo-
control analogy nonetheless provides useful insight into the results
of the present active control tests.

Figures 9 and 10 show the dependence of the acoustic imped-
anceZt and admittanceH upon the axial location with respect to
the flame holder. Figure 9 shows that at the frequency of the lower
instability, relatively small changes in these quantities occur with
changes in location along the flame. However, Fig. 10 indicates a
dramatic sensitivity to changes in position at the frequency of the

Fig. 7 Sample time histories of pressure fluctuations in
closed-loop control tests without and with active control. The
major reduction in amplitude level occurs less than 100 ms
after the ACS is activated. „a… Raw signal from Transducer P1
without and with active control. „b… RMS level of mixed signals
from Transducers P1 and P2 without and with active control.

Fig. 8 Servocontrol-loop model of acoustically coupled com-
bustion dynamics in a compact-flame, premix combustor. Aux-
iliary fuel flow modulation is represented as an optional input
to the system.
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higher instability. At this frequency, the calculated upstream ad-
mittance drops to a minimum magnitude and undergoes a reversal
of phase at a location close to the flame holder.

Recognizing that richer mixtures promote higher burning ve-
locities, we can assume that combustion of the modulated auxil-
iary fuel stream introduced volume-velocity fluctuations, or heat
release, over a region much closer to the flame holder than the
long-length premix flame.~The actual effective location of heat
release could not be measured.! Thus we speculate that two simul-
taneous but separate combustion processes occurred. The higher-

frequency pressure oscillations resulting from the modulated aux-
iliary fuel combustion were probably large, considering the high
combined impedance magnitude close to the flame holder. How-
ever, owing to the magnitude trough and very steep phase varia-
tion of the upstream admittance in this region, these pressure os-
cillations would create premix flow velocity fluctuations lacking
consistent magnitude and phase, assuming a degree of spatial ran-
domness in the heat release.~Recall the erratic pressure fluctua-
tions and lack of coherence in the open-loop testing!. In contrast,
combustion-product release from the long-length premix flame
occurred further downstream in a separate process, where the up-
stream admittance has higher magnitude and consistent phase,
providing the high servocontrol loop gain that would sustain in-
stabilities. This is our hypothesis for the support of the high-
frequency instability by the main flame on the one hand, and the
lack of controllability by the auxiliary fuel flow modulations on
the other.

Conclusions
The active feedback control of lean-premix combustion insta-

bilities has been demonstrated through a 4:1 reduction of pressure
oscillations from amplitudes greater than 70 kPa~10 psi! peak, in
a natural-gas-fired, sub-scale combustor at gas-turbine pressure
and temperature conditions. This reduction has been achieved by a
control system that uses novel observer software to continuously
identify modes of combustion oscillation and a high-response flow
modulator to introduce flows of auxiliary fuel for control actua-
tion. The active control approach used in the present work pro-
vides the major advantage of removing combustion instabilities
without a priori knowledge of the mechanism of the instability.
The observer can rapidly respond~i.e., follow! the changes in the
characteristics of the instability, and the controller can optimally
attenuate each unstable combustor mode without destabilizing
other modes.

These sub-scale test results show that the performance of the
active control system can be strongly affected by the placement of
the auxiliary fuel nozzle in relation to the acoustic wave-shape
patterns. In these tests there was inconsistent combustion response
to auxiliary fuel flow modulation at the frequency of the higher of
two modes of instability because of a phase reversal in the veloc-
ity wave near the nozzle. This reversal limited the optimum over-
all reduction in oscillation amplitude to four-fold. Finding an aux-
iliary fuel nozzle location that provides strong control of all
modes of instability will present a continuing challenge to active
control system designers.

Unacceptable pressure fluctuations often prevent operation of
combustors at conditions where the lowest NOx would otherwise
be produced. The present work was focused on the evaluation of
active control performance in a sub-scale apparatus that required
high fractions of steady auxiliary fuel flow for cooling reasons. In
a full-scale application we would expect the active control system
to be able to operate effectively at much lower auxiliary fuel
fractions, i.e., just enough to achieve control, or even less to main-
tain it, such that low NOx operation would be supported. Further
development work is planned with concentration on scale-up of
the fuel flow modulation to larger amplitudes.
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Combustion System Damping
Augmentation With Helmholtz
Resonators
This paper describes an analytical and experimental investigation to enhance combustion
system operability using side branch resonators. First, a simplified model of the combus-
tion system dynamics is developed in which the large amplitude pressure oscillations
encountered at the operability limit are viewed as limit cycle oscillations of an initially
linear instability. Under this assumption, increasing the damping of the small amplitude
combustion system dynamics will increase combustor operability. The model is then modi-
fied to include side branch resonators. The parameters describing the side branch reso-
nators and their coupling to the combustion system are identified, and their influence on
system stability is examined. The parameters of the side branch resonator are optimized
to maximize damping augmentation and frequency robustness. Secondly, the model pa-
rameters for the combustor and side branch resonator dynamics are identified from ex-
perimental data. The analytical model predicts the observed trends in combustor oper-
ability as a function of the resonator parameters and is shown to be a useful guide in
developing resonators to improve the operability of combustion systems.
@S0742-4795~00!00602-5#

Introduction
Emissions regulations for land-based gas turbines are an order

of magnitude more stringent than for aeroengines. This has neces-
sitated the development of dry low NOx~DLN! combustion tech-
nology which premixes the fuel and air prior to burning. The lean
premixed combustion process is susceptible to combustion insta-
bility, which under certain conditions, can result in unacceptable
pressure fluctuation levels in the combustor. To avoid the high
oscillatory pressure associated with combustion instabilities, lean
premixed combustors are typically stabilized with diffusion flame
pilots. However, operability is gained at the cost of elevated emis-
sions of NOx.

Background
The combustor of a gas turbine, like any cavity or chamber, has

a variety of acoustic modes—bulk or Helmholtz modes, longitu-
dinal, and circumferential. In the absence of combustion, these
acoustic modes have some degree of damping due to various loss
mechanisms which dissipate acoustic energy. However, with com-
bustion present, the unsteady heat release process can couple with
the acoustic pressure and velocity oscillations and alter the system
damping, potentially resulting in instability. The nature of this
coupling depends on the magnitude and phase of the heat release
fluctuations relative to the pressure fluctuations. The well-known
Rayleigh criterion states that self-excited oscillations will be
likely if the heat release is in phase with the acoustic pressure
disturbances. Combustion instability occurs when driving from
this interaction exceeds the inherent acoustic damping of the
combustor.

This view suggests the two conventional approaches to enhanc-
ing combustion system operability:~1! augment acoustic damping
and ~2! modify flame structure. This paper is directed at the first
approach. Specifically, using auxiliary side branch resonators to

augment system damping. The second approach, modifying flame
structure through mixing nozzle design, to reduce or eliminate the
driving @1# is viewed as somewhat orthogonal to augmenting sys-
tem damping and is not addressed in this paper.

In addition to these conventional approaches, novel approaches
involving active control have recently been developed and dem-
onstrated. An example of this approach is presented by other au-
thors in which active control is used to enhance the operability of
a liquid-fueled premixed combustor operating at realistic engine
conditions@2#.

Model Development
The goal of this section is to develop a low order model of the

combustion system to assess the coupling between a combustion
system and side branch resonators. The frequencies associated
with the combustion instabilities of interest are sufficiently low
such that a bulk mode model of the combustion system adequately
captures the relevant dynamics. This modeling approach is similar
to that developed by other authors for combustion@3,4# and com-
pression system@5# instabilities.

The dynamics of the combustion system and of the side branch
resonators are modeled as coupled Helmholtz resonators. The
model is shown schematically in Fig. 1.

In this representation, the volume of the combustor provides the
compliance and the mass of fluid in the fuel/air mixing nozzle
provides the inertia for the resonator modeling the combustor. As
developed below, the details of the heat release process are ig-
nored and the model only recognizes the effect of combustion
empirically through an effective combustion damping term. The
flow into the nozzle is assumed to originate in a large volume, and
the flow through the exit of the burner into the turbine is modeled
as a quasi-steady orifice flow. Additionally, a pressure loss is
modeled at the plane in which the flow exits the nozzle and dumps
into the burner.

The side branch resonators are modeled in a similar manner@6#.
The throat of each resonator, directly connected to the main vol-
ume of the combustor, provides the inertia and the volume pro-
vides the compliance for the side branch resonators. A quasi-
steady pressure loss models the flow losses within the throat of the
resonator.

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Stockholm, Sweden,
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The model allows for large temperature variations between the
components. Within each control volume however, the fluid prop-
erties are assumed to be spatially uniform.

Governing Equations
Balancing net mass flow into the combustor, entering from the

premixing nozzle, exiting to the turbine and being exchanged with
the side branch resonator, with the rate of change of mass within
the combustor yields the following expression:

ṁn2ṁt2(
i 51

R

ṁi5
d

dt
~rpVp!. (1)

The mass flow exiting to the turbine is modeled as a linear
function of combustor pressure,

ṁt5KtPp . (2)

The fluid within the combustor is assumed to behave
isentropically.

]Pp

]rp
5ap

2 (3)

Combining the above relations results in the following expres-
sion for mass continuity in the combustor:

d

dt
~rpVp!5

Vp

ap
2 Ṗp2rpS Anun2(

i 51

R

Aiui D 52KtPp . (4)

Applying conservation of axial momentum to the flow within
the nozzle results in the following expression:

2Pp5rnLnu̇n1rnKdun . (5)

The densities in the nozzle and combustor plenum may vary
considerably.

Similarly, the equations for mass and momentum conservation
for the i th resonator, driven by combustor pressure results in the
following expressions:

d

dt
~rpiVi !5

Vi

api
2 Ṗi2rpiAiui50,

(6)
Pp2Pi5rniLi u̇i1rniKiui .

Unsteady Heat Release
The destabilizing mechanism associated with the combustion

process is modeled as a negative damping term in the oscillator
equation for the combustion system dynamics.

As developed by other authors@3,7–9#, the negative damping
term results when the unsteady heat release is in phase with pres-
sure oscillations within the combustion chamber. Modeling the
details of the unsteady heat release mechanisms is beyond the
scope of this paper. It is assumed that the resonators do not
modify the destabilizing mechanism of the combustion process.
Since we are interested in augmenting the damping of nominally
unstable systems, we assume that the combustion damping is

nominally negative. A more complete treatment of unsteady heat
release models for premixed combustion is described by other
authors@10,11#.

Oscillator Equations
The above relations can be expressed as a system of coupled

oscillators for the pressures within each of the volumes:

P̈p12~zd1z t1zc!Ṗp1S 11zdz t1(
i 51

R

G iQi
2D Pp

5(
i 51

R

G i@2~z iQi2zd!Ṗi1Qi
2Pi #, (7)

P̈i12z iQi Ṗi1Qi
2~Pi2Pp!50. (8)

zc is destabilizing if negative. The temporal variations of the os-
cillator equations are non-dimensionalized by the Helmholtz fre-
quency of the combustor.

Optimization of Damping Augmentation
The stability of the compression system can be evaluated by

solving the eigenvalue problem defined by the coupled resonator
equations@12#. The effect of the Helmholtz resonators on a given
combustion system are characterized by three main parameters,
the damping ratio (z i), the Helmholtz frequency ratio (Qi), and
the volume ratio (G i). The equations of motion were analyzed
parametrically to optimize the damping augmentation obtained
from the side branch resonators for a representative combustion
system. For this study, the sum of the damping contribution from
the throttle and from the combustion process was set to negative
ten percent (z t1zc5210 percent) and the damping ratio contri-
bution from the dump plane was set to zero (zd50). For this
study, damping augmentation is defined as the difference between
the damping ratios associated with the least stable eigenvalues for
the combustor with and without side branch resonators.

The effect of a single side branch resonator on system damping
is illustrated in the two root locus plots shown in Fig. 2 in which
system eigenvalues are plotted parametrically as the volume ratio
~G! is varied from zero to twenty percent. Volume ratios of spe-
cific interest are denoted with symbols. In the limit of zero volume
ratio, the eigenvalues represent those of two uncoupled systems,
the baseline combustion system and the side branch resonator. As
the volume ratio is increased, the damping of the eigenvalues
primarily associated with the combustor increase while the damp-

Fig. 1 Schematic of combustor with side-branch resonator

Fig. 2 Rootlocus plots of system eigenvalues as G is in-
creased from 0 percent to 20 percent. Combustor with one
resonator, zHÄ0.10. „a… Tuned resonator, QÄ1. „b… Mistuned
resonator, QÄ0.95. „GÄ6.4, 7.7, 12.8 percent indicated by s, L,
and n, respectively ….
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ing of the eigenvalues primarily associated with the side branch
resonator decrease. In the case of a tuned resonator, Fig. 2~a!, this
trend with volume ratio increases until the eigenvalues coalesce.
At this volume ratio, the frequencies of the two systems begin to
separate and the damping of the least damped mode begins to
decrease with increasing volume ratio indicating that for these
system parameters, additional increases in volume ratio reduce
overall system stability.

For cases with frequency mistuning, the qualitative behavior of
the eigenvalues is similar. However, the maximum system damp-
ing augmentation obtained from a given volume ratio is signifi-
cantly reduced from that obtained from a frequency-aligned
system.

The optimal damping ratio is dependent on the value of the
volume ratio of the resonator. This dependence is illustrated in
Fig. 3. Larger volume ratio resonators require more damping.

Although not explicitly recognized in the simplified model, the
frequency of the pressure oscillations in the baseline combustion
system varies to some degree over the operating conditions of
interest. Thus, from an operability perspective, an optimal design
should provide sufficient robustness with respect to frequency
misalignment. One approach is to use multiple resonators of dif-
fering frequencies. In Fig. 4, the damping augmentation is plotted
against frequency ratio and against damping coefficient at
fixed volume ratio for a single resonator and a two-resonator
configuration.

The damping augmentation also depends on the amount of un-
stable damping contributed by the combustion process. This value
is assumed constant for each set of operating conditions. Rootloci
corresponding to the configurations of Fig. 4 are plotted below in
Fig. 5 as the damping contribution for the combustion process is
varied from 20 percent to220 percent. The Helmholtz resonators
also influence the natural frequency of the combustion system and
how the natural frequency varies with combustion damping.

The general conclusions for the system optimization studies
were that for a given combustor operating at fixed conditions~1!
the natural frequency of the resonators should be aligned with the
natural frequency of the system,~2! the volume ratio should be as
large as possible,~3! the optimal damping ratio for the side branch
resonator increases with increasing volume ratio, and~4! the
amount of negative damping of the combustion process influences
the optimal side branch resonator parameters.

Design of Resonators
Three resonator configurations were designed for a combustion

system with a natural frequency of 260 Hz. The design intent of
the resonator frequencies are presented in Table 1. The damping
augmentation of the three resonators predicted by the system
model is shown in Fig. 6.

Experiments
Experiments were conducted in the UTRC Sector Rig which is

a three nozzle segment of the sixteen nozzles that comprise the
full annular burner. The rig includes engine geometry for the
prediffuser, diffuser, fuel/air premixing nozzles, and combustor.
Two resonators were attached to the sector case with the resonator
neck passing through the shroud area such that the opening at the
end of the resonator neck was flush with the combustor liner wall.
The geometry of the resonators was configuration specific. High
pressure~150 psia! preheated air is supplied to the prediffuser

Fig. 3 Dependence of optimal resonator damping ratio on vol-
ume ratio for the tuned resonator. „a… Damping augmentation
versus resonator damping for GÄ6.4, 7.7, and 12.8 percent. „b…
Optimal damping ratio versus volume ratio.

Fig. 4 Dependence of damping augmentation on frequency ra-
tio and damping ratio. „SGÄ5 percent …. „a… Single resonator.
Optimal zH is 11 percent. „b… Two resonators, z1Äz2ÄzH , v1
Ä1.1vH , v2Ä0.9vH . Optimal zH is 7 percent. „c… Damping aug-
mentation versus frequency ratio at optimal zH for single reso-
nator and two resonator configurations.

Fig. 5 Rootloci of eigenvalues as combustor damping „z t
¿zc… is varied from 20 percent damping to 20 percent growth.
Arrows indicate direction of decreasing stability. Resonator
configurations identical to those of Fig. 4.

Table 1 Optimized resonator design parameters
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inlet through a large volume inlet plenum. The inlet temperature
could be varied from 575 to 900 F to simulate engine operation
over an ambient temperature range of240 to 1120 F at 60–100
percent power. A choked vane pack at the combustor exit approxi-
mately simulates the acoustic boundary condition of the turbine.
Pressure oscillations were measured in the diffuser, combustor,
and resonator cavities using Infinite Transfer Probes~ITPs! @13#.
Dynamic data were acquired with a PC-based multi-channel si-
multaneous sample and hold data acquisition system. The signals
were sampled at 5000 Hz and filtered using single-pole, 1 kHz,
anti-aliasing filters. Data was also acquired using a 4-channel HP
spectrum analyzer permitting on-line examination of pressure
spectra and resonator transfer functions.

Identifying System Parameters
The natural frequency of the baseline combustor was assumed

to correspond to the predominant frequency of the pressure oscil-
lations within the combustor operating without resonators. In ad-
dition to changes in sidebranch resonator geometry, the damping
(z i) and natural frequency (Qi) of the side branch resonators
varied with combustion system operating parameters. The factors
affecting these parameters were changes in~1! the natural fre-
quency of the combustion system with operating conditions (vc),
~2! the natural frequency of the sidebranch resonators depended
on resonator neck temperature and~3! the critical damping ratio of
the resonator was strongly affected by the acoustic velocity in the
neck of the resonator. Thus, to accurately characterize the effect
of the resonators on the combustion system, the resonator proper-

ties were identified for each operating condition by fitting the
frequency domain transfer function from combustor pressure to
resonator pressure.

An example of a measured transfer function and parametric fit
used to characterize the resonator dynamics is shown in Fig. 7.
There was ample noise within the combustor to adequately iden-
tify the resonator dynamics over the relevant frequency range. As
shown, the low order parametric fit accurately captures the fre-
quency domain transfer function providing a practical method to
accurately identify the natural frequency and critical damping ra-
tio of the side branch resonators. Additional information on tech-
niques to characterize the dynamics of acoustic cavities is pro-
vided by @14#.

Effect of Side Branch Resonators on Combustor Pres-
sure Oscillations

The resonators enhanced combustor operability enabling opera-
tion at reduced emission levels and acceptably low oscillatory
pressure levels. To illustrate this, the effect of three configurations
of side branch resonators on the pressure oscillations within a
combustor operating at a full power~a! and at part power~b!
condition are shown in Figs. 8~a! and 8~b!, respectively. The reso-
nator parameters for each case are presented in Table 2. The pres-
sure sprectra are normalized to the baseline spectra for each op-
erating condition. The amplitude of the rms of the pressure
oscillations in the baseline configurations exceeded 1 psi. The
natural frequency of the baseline combustion system varied from
232 Hz at part power to 278 Hz at full power. Despite this vari-
ability in combustor natural frequency, each of the resonator con-
figurations significantly reduced the pressure oscillations at both
power settings.

Case III, the largest volume ratio configuration atG
512 percent, was the most effective, reducing the pressure oscil-
lation by roughly an order of magnitude below those of the base-
lines for both conditions. Cases I and II are similar in volume ratio
and illustrate the effect of frequency alignment on resonator ef-
fectiveness. At 100 percent power, Case I is more effective in
reducing the pressure oscillation than Case II, despite being
smaller in volume ratio. This is reconciled by observing that the
natural frequency of the resonators in Case I is more closely
aligned with the combustor frequency (Q5.90) than that in Case
II ( Q5.86).

At the part power condition, the natural frequency of the base-
line system decreases and frequency alignment of Case II (Q
5.95) becomes comparable with that of Case I (Q51.06) and the
larger volume ratio resonator is more effective in reducing the
pressure oscillations.

Comparison With System Model Predictions
The results presented in Fig. 8 can be compared with model

predictions. The natural frequencies of the baseline combustion

Fig. 6 Design intent of three resonator configurations

Fig. 7 Example of transfer function from combustor pressure
to resonator pressure and the frequency domain curve fit used
to identify resonator frequency and damping ratio

Fig. 8 Combustor pressure spectra for the baseline combus-
tor without resonators and the same combustion system with
three resonator configurations operating at two power levels.
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system and the resonator frequencies and damping ratios were
measured for each operating point and input into the system
model. The predicted damping augmentation versus frequency for
the three resonator configurations at the two operating conditions
is presented in Fig. 9. Qualitatively, the configurations with the
largest amount of damping augmentation at the natural frequency
of the combustor should correspond to the largest reduction in
pressure levels in the combustor.

As shown in Fig. 9~a!, all three of the resonator configurations
were operating with roughly 10 percent frequency misalignment.
Due to this misalignment the resonators were providing roughly
half of their optimal damping augmentation. At the natural fre-
quency of the baseline combustor, configuration IIIA provides the
most damping augmentation, followed by configuration IA and
IIA, respectively. This ordering of predicted performance among
the configuration is in agreement with the reduction in pressure
fluctions achieved in the experiment~Fig. 8~a!!.

At the 80 percent power level, a similar assessment can be
made. At this operating condition, configuration IIIB is aligned in
frequency; however, with a damping ratio ofzh58 percent to 9
percent, case IIIb is substantially under damped compared to the
optimal damping ratio. Referencing Fig. 3~a!, the optimal damp-
ing ratio for a resonator withG512.8 percent is approximately
zh522 percent. However, despite this lack of optimal damping,
Case IIIb is predicted to achieve the largest system damping aug-
mentation at the natural frequency of the baseline combustor.
Case IIb is predicted to be the next most effective and Case Ib the
least effective. This trend is consistent with the experimental trend
observed in Fig. 8~b!.

Frequency Robustness
The effect of frequency robustness of a resonator configuration

is illustrated in Fig. 10. Figure 10~a! shows the spectra of the
pressure fluctuations within the combustor for two resonator con-
figurations operating at the 90 percent power condition. The iden-
tified resonator and combustion system parameters are listed in
Table 2. As indicated, Case VC is significantly more effective
than Case IVC in reducing the pressure oscillations. The system
damping augmentation predicted for configuration IVC and VC
are shown in Fig. 10~b!. At the combustion system natural fre-
quency~256 Hz!, the two resonator configurations are predicted to
produce roughly equivalent amounts of system damping augmen-
tation. This is consistent with the pressure spectra at this fre-
quency. However, as shown, configuration VC is more effective
in reducing pressure oscillations over a broader range of frequen-
cies.

Conclusions
A simplified model for bulk mode thermoacoustic instability in

a combustor coupled with side-branch Helmholtz resonators has
been developed and used to determine the influence of system
parameters on damping augmentation achievable with resonators.
The general conclusions for the system optimization studies were
that for a given combustor operating at fixed conditions:~1! the
natural frequency of the resonators should be aligned with the
natural frequency of the system,~2! the volume ratio should be as
large as possible,~3! the optimal damping ratio for the side
branch resonator increases with increasing volume ratio,

Fig. 9 Damping augmentation predictions for the three resonator configuration pre-
sented in Table 1 for the combustion system operating at two power levels. Combustion
system and sidebranch resonator parameters identified from experimental data.

Table 2 Combustion system and side branch resonator parameters identified from experimental data
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and ~4! the amount of negative damping of the combustion pro-
cess influences the optimal side branch resonator parameters.

Resonator configurations designed using the system model
were shown to significantly reduced pressure oscillations within
the combustor. The degree of operability enhancement correlated
well with the system damping augmentation predicted by the sys-
tem model. The system model was also useful in interpreting the
robustness of resonator configurations towards variations in sys-
tem parameters.
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Nomenclature

An 5 cross-sectional neck area of nozzle
Ai 5 cross-sectional neck area ofi th resonator

api 5 sonic velocity within plenum ofi th reso-
nator

ap 5 sonic velocity within combustor
Ki 5 coefficient of pressure loss at dump

plane ofi th resonator
Kd 5 coefficient of pressure loss at nozzle

dump plane
Kt 5 throttle coefficient
Ln 5 length of nozzle
Lni 5 neck length ofi th resonator
ṁi 5 mass flow intoi th side-band resonator
ṁn 5 mass flow into combustor through

nozzle
ṁt 5 mass flow from combustor through ori-

fice ~throttle!
Pi 5 pressure fluctuation ini th side-band reso-

nator
Pp 5 pressure fluctuation in combustor
ui 5 velocity in neck ofi th side-band resona-

tor
un 5 nozzle velocity
Vi 5 volume of i th resonator
Vp 5 volume of combustor

Qi5v i /vp 5 frequency ratio for thei th resonator

G i5Vi /Vp 5 volume ratio for thei th resonator
rn 5 density within nozzle
rp 5 density within combustor
rni 5 density within neck ofi th resonator
rpi 5 density within plenum ofi th resonator
zc 5 empirical contribution to damping due to

combustion
zd5Kd/2Lnvp 5 contribution to damping from nozzle

dump plane
z t5Ktap

2/Vpvp 5 contribution to damping from the
throttle

z i5Ki /2Liv i 5 contribution to damping from thei th

resonator
v i5aniAAi /ViLi 5 temperature-corrected Helmholtz

frequency for thei th resonator
vp5anAAn /VpLn 5 temperature-corrected Helmholtz

frequency for the combustor and nozzle.
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An Effective Property, LHF-Type
Model for Spray Combustion
A mathematical model capable of describing the evaporation, mixing and burning char-
acteristics of a confined reacting two-phase flow is presented. The flow field is described
by solving the partial differential equations of continuity, momentum, and energy trans-
port, together with the k-« equations of turbulence. Evaporation is accounted for via a
droplet evaporation sub-model which runs in parallel with the gas-phase solver exchang-
ing data with it. Effective properties are calculated in each control volume and the
property changes resulting from the evaporation are allowed to propagate according to
the turbulent mixing model. Combustion follows the mixing process and is assumed to
proceed to equilibrium. The model is validated against experimental results, and its
applicability over a wide range of conditions is investigated.@S0742-4795~00!03002-7#

Introduction
The wide-spread application of spray combustion motivated

many workers to strive continuously towards improving their un-
derstanding of the processes involved, and their ability to simulate
and model these processes. Early attempts were by necessity
crude and oversimplified. As experimental techniques improved
and new sophisticated diagnostic equipment became available
more reliable experimental data contributed towards an improved
understanding of the phenomenon. This, coupled with rapid in-
creases in computing power enabled more sophisticated models to
be explored. Despite these advances, predictive models remain in
their infancy. This is due to many factors; prominent amongst
these are the complexity and multiplicity of the processes in-
volved, the wide-ranging operating conditions encountered in the
applications of spray combustion, insufficient data regarding the
physical properties of combustion gases, and, finally, the lack of a
full understanding of many aspects of the subject.

The two-phase spray models developed so far can be broadly
classified into two groups: Locally Homogeneous Flow~LHF! and
Separated Flow~SF! @1#. The basic premise of the LHF approach
is that transfer processes between the two phases are fast in com-
parison to the rate of development of the flow field as a whole.
This implies that the two phases are in dynamic and thermody-
namic equilibrium. In general, the evaporation from the droplets is
not accounted for directly in such models; instead the fuel vapor
fraction in each control volume is evaluated from the saturation
vapor pressure in the volume. In the SF approach the transfer of
mass, momentum and energy between the two phases are consid-
ered@2–4#. The models in this group can be either deterministic in
nature or stochastic. In both cases the spray is assumed to be
dilute enough to make the volume fraction occupied by the liquid
droplets sufficiently small to enable droplet-droplet interaction to
be neglected. This assumption gives rise to a major disadvantage
of the current SF models limiting their applicability to disperse
regions of the spray away from the injector and the churn flow
zone@5#. The process by which a churn flow is generated from a
liquid sheet is part of the atomization problem which has not been
fully understood so far. Only few attempts have been made to
model this initial drop break up@6#.

It has been suggested@7# that LHF type models can be used in
the near injector regions in the absence of complex SF type mod-
els applicable to dense sprays. A study carried out at elevated
pressures demonstrated that LHF type models provide reasonable
estimates of the lateral spread of the spray. Measurements of ve-

locities of pressure atomized sprays, using LDA, were also given
as evidence that LHF ideas may be pertinent in the near injector
region @8#.

Based on the above it can be argued that although the LHF
analysis is a simplification of the true physics of the spray, it
could still be used as a good design tool on its own or in conjunc-
tion with more advanced SF models. Furthermore, it is reasonable
to assume that LHF results can be improved significantly by in-
cluding a droplet evaporation module within the LHF formulation
@9,10#. This allows droplet properties with the most significant
effects on the gas-phase flow development to be accounted for
while maintaining the essential characteristics of the LHF type
formulation in a manner that can be best described as aneffective
propertyLHF model. Such a formulation is described below.

Formulation of the Model
The two-dimensional, steady-state finite volume type model de-

veloped below is capable of describing the mixing and burning
characteristics of a confined two-phase flow in a cylindrical com-
bustion chamber. The fuel and air enter the chamber co-axially
through two concentric tubes with the fuel injected via the inner
tube. The length and diameter of the chamber and the diameter of
each inlet tube can be varied. The fuel type can also be changed
by supplying the relevant critical properties (tc ,vc), acentric pa-
rameter, molar mass and a temperature based function for the
isobaric specific heat capacity of the fuel. Other chemical and
thermodynamic data can be derived by the program.

In LHF type formulation the differences between the two
phases within each control volume are neglected in the mixing
analysis. This requires that average values of the relevant proper-
ties are determined for the flow~deemed homogeneous! in each
volume. This is achieved, in this model, via appropriate functions
of the corresponding property values of liquid fuel, fuel vapor and
air present in the volume. The property changes resulting from the
evaporation of the liquid phase are allowed to propagate accord-
ing to the turbulent mixing model affecting thus the overall mix-
ing process.

In most LHF type models, the evaporation from the liquid
phase is calculated via a saturation vapor-pressure function. This
arises from the need to assume thermodynamic and phase equilib-
rium within the volume. It results, however, in overestimating the
evaporation rate by neglecting the significant heating up period
experienced by the fuel droplets@11#. The present model accounts
for this by incorporating a fuel droplet evaporation model running
in parallel with the mixing analysis. In this evaporation model the
differences between the two phases are taken into account since
their effects on the evaporation are quite significant. Thus the
properties of the two phases are treated in different ways in the
mixing analysis and in the evaporation analysis according to their
relevance and effectiveness.
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Solution Technique. The gas-phase is solved via a Navier-
Stokes solver based on the SIMPLE algorithm@12#. The transport
equations of the flow variables in a cylindrical co-ordinate system
are solved simultaneously with a droplet evaporation model. The
evaporation from the spray is assumed to be represented by the
evaporation from a Sauter Mean Diameter~SMD! droplet travel-
ling along the axis of symmetry.

The generic form of the gas-phase equation set is as follows:
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where f is the generalized flow variable, andSf is the source
term which is explicitly given in Table 1~the lower casesf term
in each source term is there to account for the wall boundary
conditions!.

The droplet evaporation model is of transient, variable property,
quasi-steady gas-phase and finite liquid diffusivity type@11#. It is
programmed as a separate module which can be called from the
main solver as needed. The set of equations solved by the droplet
module is as follows:
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subject to the following boundary conditions at the droplet surface
and center respectively,
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General Overview of the Mixing Analysis. Attempting to
start the analysis from the injector outlet causes numerical insta-
bilities. The high liquid mass fraction results in large density dif-
ferences between the flows in the control volume and outside the
spray domain. For this reason the flow analysis begins a short
distance downstream of the injector. At this distance the spray
spreads sufficiently to have a diameter much larger than that of
the injector. With this diameter as the initial fuel inlet~sometimes
referred to as an injector equivalent diameter! the density differ-
ences mentioned earlier become manageable, avoiding the nu-

merical instabilities. Over this short length the fuel is assumed to
experience no evaporation; this is justified by the fact that the fuel
temperature near the inlet is relatively low and the velocity of the
flow is very high resulting in a negligible residence time.

This distance depends on the system and injector used and it is,
in general, of the order of few millimeters. It is calculated from
consideration of the conservation of injected mass, injected mo-
mentum, and the initial fuel mass fraction~taken as 1!. Assumed
profiles @13# are used at the section of initial conditions to facili-
tate the analysis and to generate the entry boundary conditions as
follows:

Inlet u-Velocity Profile.

u~ j !5uair1~uc2 in2uair!S 12S r ~ j !

r tot
D 3/2D 2

(7)

Inlet Temperature Profile.

T~ j !5Tair1~Tc2 in2Tair!S 12S r ~ j !

r tot
D 3/2D (8)

Inlet Mass Fraction Profile.

f ~ j !5CintS 12S r ~ j !

r tot
D 3/2D (9)

Inlet Density Profile.

r~ j !5S (12 f ~ j !
RairTair

Pair
1

f ~ j !

r lqd
D 21

(10)

where,
uair5 inlet air velocity;uc2 in5center line fuel velocity
r tot5radius of the fuel tube;r ( j )5 j th radial point
Tair5air temperature;Tc2 in5center line fuel temperature
Cint5 initial concentration;Pair5 inlet air pressure
r lqd5 liquid fuel density;f 5mass fraction
These calculations are carried out in a pre-processing module

which delivers the boundary conditions to the main solver. The
computational grid is also established in this pre-processor. The
grid used is a structured expanding type which is adequate for the
geometry used in the runs carried out so far. The choice of the
grid and the expansion factor ensures that a large number of grid
points exists within the spray domain near the injector.

A droplet evaporation model is run in parallel with the flow
solver. Evaporation is assumed to begin at the firstx-grid location
inside the computational domain. Data regarding the flow condi-
tions and the rate of evaporation in the control volume are ex-
changed between the droplet model and the flow solver. The fuel
vapor to liquid ratio obtained from the droplet analysis is assumed
to prevail in all the control volumes within the cross section. The
fuel mass fraction~both liquid and vapor! varies however accord-
ing to the mixing rules. The overall mixture density and specific
heat capacities are derived, in each control volume, using the fol-
lowing equations:
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Table 1 Source terms of the generalized flow equation
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CP5
mnew

minit
f CP~T! lqd1S 12

mnew

minit
D f CP~T! fuel–vap

1~12 f !CP~T!air (12)

where,
f 5mass fraction;Rfuel–vap5gas constant for fuel vapor

minit5original droplet mass;mnew5current droplet mass;
andCP(T) fuel–vap5heat capacity of fuel vapor.

Energy Transfer Considerations. In a burning liquid fuel
spray, the evaporation process causes a reduction in the gas-phase
cell temperatures~due to the enthalpy of evaporation!; and the
combustion process results in a significant increase in the cell
temperatures due to the enthalpy of combustion. Both of the
above processes can be incorporated into the gas-phase energy
equation as a sink term and a source term respectively. However,
appropriate choice of an average air temperature ensures accurate
prediction while minimizing the execution time. Thus for an
evaporating spray, the gas-phase temperature can be taken as an
average temperature derived from the actual air temperature and
the temperature after all the fuel has evaporated. For a burning
spray, the flame temperature is taken into consideration. Care
should be taken to ensure that the evaporation process is not over-
estimated, nor under-estimated by the wrong choice of gas-phase
temperature. The droplet evaporation module, where the choice of
gas-phase temperature is extremely important, is run with accu-
rate, variable temperature based on the temperature rise resulting
from the combustion process.

Combustion Calculation. Combustion is carried out in a
‘‘mixed-is-burnt’’ manner. Once the mixing process has con-
verged, the equivalence ratio map is passed to a combustion mod-
ule, where the flame temperature is calculated; together with the
equilibrium mole fractions of combustion product species. This is
achieved by minimizing the total Gibbs free energy of the system
@14#.

Results and Discussion
The model is very versatile and a large number of predicted

data for different fuels, conditions and geometry could be ob-
tained. All these results could not be reproduced in this paper,
however, two significant sets are presented: the first is related to a
case study where the model is run simulating conditions for which
experimental results are known, while the second set is a paramet-
ric study demonstrating the model’s response to changes in certain
parameters such as pressure, temperature,...etc.

Case Study. The experimental results against which the
model was tested were obtained by Nazha and Crookes using a
high-pressure steady-state combustion facility@15#. The facility
consisted of cylindrical combustion chamber, 800 mm long and
150 mm in diameter. The air and fuel flows inside the chamber
were co-axial and both air and fuel were introduced at room tem-
perature~288 K!. The fuel ~Shell-gasoil! was injected continu-
ously and ignited by a gas-turbine type igniter. Atomization was
achieved using a fuel injector having a single hole with 0.2 mm
diameter giving a Sauter Mean Diameter~SMD! of 20 mm. The
predicted results were obtained for runs at a constant pressure of
653 kPa and an input equivalence ratio1 of 1.08. The model was
run simulating the conditions of the experimental tests.

The properties of gas-oil with chemical formula and molecular
mass ofn-dodacane were used as representative of the test fuel.
To account for the effects of combustion temperature on the mix-
ing and evaporating processes a constant average air temperature
of 1500 K was assumed and a temperature function, derived from
the experimental temperature measurements on the spray axis,
was incorporated in the droplet evaporation module. Similarly, the

effects of heat transfer to the chamber cooling-water were also
incorporated in the flame temperature calculation. The results are
presented in Figs. 1 and 2~all axial distances are measured from
the injector!. Figure 1 shows the predicted iso-contours of the
vapor equivalence ratio, flame temperature, and the concentrations
of carbon dioxide (CO2) and carbon monoxide~CO! within the
chamber. The effects of recirculation can be deduced from these
plots, particularly from the CO2 concentrations. The presence of
recirculation was observed by Nazha and Crookes in their experi-
mental results. The predicted results show reasonable agreement
with the experimental ones, particularly in the peak positions and
values and in the distributions on the axis. The predicted axial
distributions are reproduced in Fig. 2 with the experimental points
superimposed on the plots. The model appears to under predict the
vapor equivalence ratio in the early stages~between 0.18 m, start
of experimental significant evaporation, and 0.24 m, start of sig-
nificant predicted evaporation!, which results in underprediction
of the flame temperature and the combustion products in this re-
gion. This is probably due to the fact that predicted evaporation is
based on heat transfer from the gas within the control volume;
radiation effects from the flame downstream and from adjacent
volumes are not considered and these may have a significant con-
tribution in this region. However, the model very quickly catches
up with the experimental results at about 0.28 m from the injector.

Parametric Study. The ability of the model to detect the ef-
fects of pressure, temperature, input equivalence ratio, and fuel
droplet size distribution on the burning spray behavior was stud-
ied. Several runs were carried out using the same conditions as
those of the case study for all parameters except the one under1equivalence ratio5~fuel mass/air mass!/~fuel mass/air mass!stoichiometric

Fig. 1 Predicted iso-contour maps

Journal of Engineering for Gas Turbines and Power APRIL 2000, Vol. 122 Õ 277

Downloaded 02 Jun 2010 to 171.66.16.119. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



consideration. Only the predicted vapor equivalence ratio distri-
butions are presented here~Figs. 3–5!.

Figure 3 shows the effects of pressure on the evaporating, mix-
ing spray. The model was run for four different pressures~1, 2, 3,
and 10 MPa! with all other conditions kept constant. The 1 MPa is
sub-critical, the 2 MPa is close to the critical point of the fuel used
and the final two are super-critical. It is clear that increasing the
system pressure delays the start of meaningful evaporation; how-
ever, as the droplets heat up the evaporation rate increases rapidly
suggesting that temperature effects on evaporation are more sig-
nificant than pressure effects. When the droplet’s temperature
reaches the critical value~in the super-critical runs! the fuel
evaporates instantaneously. These pressure effects are more sig-
nificant when considered against residence time~shown on the
plots! which increases with pressure.

The effects of the input equivalence ratio were investigated and
the predicted results are presented in Fig. 4. Three runs were
carried out for equivalence ratios of 0.8, 1.0, and 1.2. All other
conditions were kept constant. It appears from the predicted re-
sults that a decrease in the equivalence ratio causes complete mix-
ing to occur further downstream of the injector. This is a direct
result of the increase in air momentum accompanying the de-
crease in equivalence ratio for a fixed geometry and a fixed fuel
mass flow rate.

The higher momentum of the air impedes the radial mixing and
increases the constraint on the jet spread. The other significant
finding from these runs~not shown explicitly here but can be
deduced from the results! is to do with the recirculation zone.
Increasing the equivalence ratio causes recirculation to be more
pronounced and to occur earlier on, i.e., nearer to the injector. The
higher the input equivalence ratio, the less air is available for
entrainment.

The effects of air temperature on the evaporating spray were
also investigated. Two runs were carried out for air temperature of
800 K and 1000 K. All other conditions being equal. The results
~not shown here! indicate that, as expected, an increase in the
system temperature causes the evaporation to begin earlier. This
results in higher fuel vapor concentrations giving rise to higher

Fig. 2 Predicted axial distributions with superimposed experi-
mental values

Fig. 3 Effects of ambient pressure on the local vapor equiva-
lence ratio distribution

Fig. 4 Effects of input equivalence ratio on local vapor equiva-
lence ratio distribution

278 Õ Vol. 122, APRIL 2000 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.119. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



peak values of the vapor equivalence ratio. These rich regions are
likely to have significant effects on pollutant formation, particu-
larly on soot formation.

Finally the effects of fuel droplets size distribution were studied
by running the model for three different Sauter Mean Diameter
droplets~10, 20, and 40mm!. The results predicted by these runs
are shown in Fig. 5. As expected, increasing the droplet diameter
causes the liquid phase to persist further downstream of the injec-
tor. These changes in the relative concentrations of the fuel vapor
and the liquid affect the mixing process and the overall distribu-
tion of the injected mass and eventually the combustion products.
This is an important feature of the present model. Most existing
LHF type models are not sensitive to droplet size distribution
since they depend on the saturation pressure function to calculate
the fuel vapor mass fraction in each control volume. This insen-
sitivity to fuel droplet size has resulted in the predictions from
these models departing from those found experimentally as the
experimental mean droplet size increases. It has been shown
@16,17# that such LHF type models are only applicable to sprays
with droplet average diameter below 10mm. The present model
guards against droplet size insensitivity and increases the applica-
bility of LHF type formulation by the use of the droplet evapora-
tion module.

Conclusions
An LHF type, two-phase mathematical model, applicable to

high pressure combustion flows has been formulated. The model
has the advantage over most existing LHF type formulations in
that it accounts for the disperse phase evaporation via a simulta-
neous solution of a droplet module with the gas-phase equations.
A case study using the two-phase model has demonstrated its
suitability for predicting axial and radial distributions of combus-
tion products, temperature and vapor equivalence ratio in a burn-
ing liquid fuel spray with reasonable accuracy.

The effects of system pressure, temperature, input equivalence
ratio, and droplet size on the evaporation and mixing processes as
reflected in the local vapor equivalence ratio~or mass fraction!
distribution have been demonstrated in a parametric study. The
versatility of the model and its ability to cover a wide range of
conditions has thus been highlighted.

Nomenclature

A 5 droplet surface area
hc 5 surface heat transfer coefficient
Kc 5 mass transfer coefficient

k 5 turbulent kinetic energy
kL 5 liquid thermal conductivity
L 5 latent heat of gasification
m 5 droplet mass

mf 5 fuel mass fraction
P 5 Pressure

Pf l 5 saturation vapor pressure of the fuel
P8 5 Pressure correction term

r 5 droplet radius
T 5 Temperature
u 5 axial velocity
v 5 radial velocity
z 5 correction for mass transfer

Greek Symbols

a 5 liquid thermal diffusivity
ac 5 correction for mass transfer
« 5 turbulent dessipation rate
r 5 density
G 5 diffusion coefficient

Subscripts

s 5 surface
0 5 initial
` 5 ambient
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Industrial Trent Combustor—
Combustion Noise Characteristics
Thermoacoustic resonance is a difficult technical problem that is experienced by almost
all lean-premixed combustors. The Industrial Trent combustor is a novel dry-low-
emissions (DLE) combustor design, which incorporates three stages of lean premixed fuel
injection in series. The three stages in series allow independent control of two stages—the
third stage receives the balance of fuel to maintain the desired power level—at all power
conditions. Thus, primary zone and secondary zone temperatures can be independently
controlled. This paper examines how the flexibility offered by a 3-stage lean premixed
combustion system permits the implementation of a successful combustion noise avoid-
ance strategy at all power conditions and at all ambient conditions. This is because at a
given engine condition (power level and day temperature) a characteristic ‘‘noise map’’
can be generated on the engine, independently of the engine running condition. The
variable distribution of heat release along the length of the combustor provides an effec-
tive mechanism to control the amplitude of longitudinal resonance modes of the combus-
tor. This approach has allowed the Industrial Trent combustion engineers to thoroughly
‘‘map out’’ all longitudinal combustor acoustic modes and design a fuel schedule that
can navigate around regions of combustor thermoacoustic resonance. Noise mapping
results are presented in detail, together with the development of noise prediction methods
(frequency and amplitude) that have allowed the noise characteristics of the engine to be
established over the entire operating envelope of the engine.@S0742-4795~00!00802-4#

1 Introduction
Recent years have seen the emergence of combustion noise

resonance as a central technical problem in the design of Dry Low
Emissions~DLE! combustors. Despite the variety of technical ap-
proaches used in the design of DLE combustors~annular versus
can combustors, parallel versus series staging of fuel and/or air,
various flame stabilization strategies, etc.! the problem has been
experienced by almost all gas turbine manufacturers.

The practical combustion noise problem can be summarized by
the following fundamental question: given a set of combustor op-
erating conditions, will the combustor exhibit a resonant acoustic
mode and if so, what will be the frequency and amplitude of the
pressure oscillations?

Most theoretical attempts at answering the above question have
focused on the identification of the unstable modes of the com-
bustor, using linear stability analysis. The recent work of Hubbard
et al.@1# is a good example. Typically, the conservation equations
are linearized for small amplitudes, so that a dispersion relation
that predicts the linear growth of the unstable modes can be ob-
tained. The result of this type of analysis is a prediction of the
frequencies of the unstable mode~s!, but nothing is obtained in
terms of the resulting limit-cycle amplitude, or the effect of the
engine cycle on the onset of the instability. Furthermore, linear
stability models provide limited predictive capability, since a key
ingredient to the approach is some information about the dynamic
response of the flame when subjected to acoustic perturbations. A
so-called ‘‘flame model’’ is necessary and usually needs to be
obtained experimentally@2#.

Yet, to the development engineer, the maximum amplitude of
the instability is a key parameter that needs to be quantified, to-
gether with a reliable prediction of the engine conditions at which
the resonance will occur. Under certain conditions~if not most

conditions!, a linear stability analysis will predict more than one
unstable mode in the combustor. In these circumstances, the result
is of no immediate practical value since it will fail to identify
which of the unstable modes will be selected by the combustion
system.

Work on liquid rocket motor instability has long established
that, at first order, the frequency of the resonance always corre-
sponds to a natural acoustic mode of the combustor@3#. Thus, the
possible frequencies of the unstable modes are easily predicted
with reasonable accuracy. On the other hand, Chu@4# established
the relationship between a fluctuation in the rate of heat release
and the amplitude of the resulting pressure wave. Considering a
control volume that encloses a region of heat release inside an
infinite tube, and a perturbation in the rate of energy release inside
the control volume, Chu@4# obtained the following result:
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whereq8 is a fluctuation in the rate of heat release~percent!, w is
the rate of energy released per unit area,Dw is a finite perturba-
tion in the rate of heat release,M1 is the incoming Mach number,
g is the ratio of specific heats,Dp is the amplitude of the gener-
ated pressure wave andc, T, andp denote the sound speed, tem-
perature, and pressure, respectively. The indices 1 and 2 refer to
the unburned and burned states, respectively.

Clearly, Chu’s result has no link whatsoever to any of the pos-
sible resonant frequencies associated to a tube~combustor! of fi-
nite dimensions. Interestingly enough~and contrary to what is
sometimes observed in DLE combustors! the above relationship
predicts that the pressure amplitudedecreasesas the temperature
ratio is decreased. The above relationship, although rigorously
correct, does not incorporate the feedback mechanism necessary
for the prediction of an unstable condition.

The necessary condition for combustion instability is of course
the well-known Rayleigh criterion, which says that the pressure
waves need to be in phase with the heat release@5#. The distribu-
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tion of heat release along the length of the tube is therefore an
important consideration on whether or not instability will occur.

One key difference between lean, premixed combustors and
conventional combustors is the distribution of heat release within
the combustor volume. In DLE combustors~using lean premixed
technology!, heat release occurs abruptly across a flame front
whereas in traditional combustors the heat release issmeared
across a much wider region. The abrupt heat release at the flame
front in a premix system allows for the occurrence of a narrow
range of time delays between fuel injection and heat release. This
makes it possible for a large fraction of the heat release to satisfy
Rayleigh’s criterion. In a diffusion flame type combustor, there is
a large collection of time delays between heat release and fuel
injection and only a small fraction of the heat release can satisfy
Rayleigh’s criterion.

It is interesting to note that thermoacoustic oscillations are rou-
tinely observed in cryogenic systems@6# where they are the result
of large temperature gradients along the length of tubes of finite
length. Theoretical analysis of this phenomenon shows that the
thermoacoustic instability in this case is strongly affected by the
distribution of temperature along the length of the tube.

In this paper, it will be shown that the frequency and amplitude
of the resonant axial modes in a DLE combustor are strongly
affected by the axial distribution of heat release and temperature
inside the combustor. The Industrial Trent combustor is a 3-stage
lean premixed combustor. This design has allowed us to identify
the frequencies and amplitudes of all the resonant modes of the
combustor, independently of engine running conditions.

After a brief introduction to the 3 axial stage concept, noise-
mapping results are presented. Correlations for each of the un-
stable modes are then presented, followed by a discussion of the
predictive capabilities of the approach.

2 Axial Staging of Heat Release
A cross-section of the Industrial Trent combustor is shown in

Fig. 1. The combustor consists of three premixing channels, which
are respectively referred to as the primary, secondary, and tertiary
premixers. The primary premix system is the only premix system
that is self-stabilized. That is, the primary system can be operated
alone, whereas the secondary and tertiary systems cannot. The
secondary and tertiary premixed streams are ignited by the up-
stream stages, as they mix inside the combustor. If the primary
stage flames out, the whole combustor flames out.

Flame temperatures associated to each of the premix stages can
be calculated on the basis of ‘‘cold flow’’ effective areas~which
provide combustor air splits! and measured fuel flows to each of
the fuel stages.

The practical implication of the design is that the secondary and
tertiary stages can be operated at much lower flame temperatures
than what is normally required for flame stabilization. The result
is a large turndown ratio in the achievable fuel-air ratios of the
secondary and tertiary premixers.

Part of the secondary fuel-air mixture is entrained into the pri-
mary zone, to mix with the primary premix stream. Once the
flame temperature associated with the secondary premix stream
reaches a certain level, this entrainment effect will result in an
improvement in the weak extinction limit of the primary system.
This is because it is the average temperature resulting from the
mixing of the two streams that governs the weak extinction of the
primary zone. The improvement in primary zone stability result-
ing from secondary stream entrainment is shown in Fig. 2. The
amount of secondary fuel-air mixture entrained into the primary
zone of the combustor can be estimated from the slope of the line
above 1400 K in Fig. 2.

At a given power level, the total amount of fuel inside the
combustor is prescribed. The combustion engineer is left with the
choice of the allocation of the total fuel between the three premix
stages. The possible fuel splits are limited by a series of con-
straints: the primary weak extinction temperature, the maximum

temperature for any of the three stages due to NOx reasons, and a
minimum temperature of the last stage~tertiary! due to CO re-
quirements. The secondary stage does not really have a minimum
temperature, provided the tertiary stage is hot enough to accom-
plish CO burnout. There are no practical limits imposed by com-
bustor metal temperatures or by limitations on the combustor tem-
perature exit profile.

At a given power level, the ensemble of possible ways to allo-
cate the fuel inside the combustor actually defines an operating
envelope, whose axes are best defined in terms of premixer~or
zone! temperatures. For instance, once a primary temperature is
chosen~say, 1750 K!, a secondary temperature~say, from 1200 K
to 2000 K! can then be chosen. The amount of fuel to be allocated
to the tertiary then falls out from the total amount of fuel required
by the engine. Note that no fuel at all to the tertiary is also an
option.

Figure 3 shows typical possible operating envelopes for the
Trent combustor at different power levels. The temperatures of the
y-axis andx-axis are the primary and secondary flame tempera-
tures, from which a reference temperature was subtracted. Hence,
the bias of the primary and secondary temperatures from a refer-
ence temperature is used to represent the results.

Fig. 1 Industrial Trent combustor

Fig. 2 Primary weak extinction characteristics
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3 ‘‘Noise Mapping’’
In order to assess the noise and emissions characteristics of the

engine, a detailed mapping exercise was undertaken at a variety of
power levels and ambient conditions, and on different engines.

Depending on the ambient conditions, the relationship between
combustor inlet and outlet temperatures can vary quite signifi-
cantly. Thus, at different engine operating conditions, the alloca-
tion of fuel between primary, secondary, and tertiary that gives the
best combination of NOx, CO, and noise will vary. The objective
of the development testing of the combustion system was the defi-
nition of a combustor fuel schedule. Thefuel scheduleis essen-
tially a look-up table, which is a function of power level and
ambient temperature that the control system can use to split the
total fuel between the three stages.

Shown in Figs. 4, 5, and 6 are the results of measurements of
the observed noise amplitude at various power levels. Again, at a
given power level, the primary and secondary temperatures can be
controlled independently, while the tertiary takes the balance of
the total fuel.

Each of the noise maps shown below is the result of an inter-
polation of 25 to 35 measurement points. More than 10 noise
maps were obtained~different power level, different day condi-
tion, different engines! during development. Thus, more than 300
test cases were obtained. In all cases it was found that the resonant
frequency of pressure fluctuations always corresponded to a natu-
ral acoustic mode of the combustor.

The amplitudes measured in the noise maps are the RMS value
of the signal from piezoelectric transducers, filtered from 10 Hz to
2000 Hz. The detailed frequencies corresponding to the regions
high noise will be discussed below.

What is seen from the contour maps is that at any power con-
dition it is always possible to find regions of high noise and low
noise. In other words, the RMS level of pressure fluctuations is
clearly affected by the axial distribution of heat release inside the
combustor~this is assuming that changing the fuel splits will
change the distribution of heat release!. In general, the noise am-
plitude appears to scale linearly with the combustor inlet pressure.
Thus, the potential for structural damage is a lot higher at high
engine pressure ratios. This represents a difficult challenge for the
Trent, since the inlet pressure can reach a level of up to 40 atm.

Depending on the power level and on the ambient conditions,
the regions of high noise will be located in a different region of
the operating envelope. In Fig. 6, there are two regions of high
noise; both located in the region of low primary temperatures.
However, as the secondary temperature is varied, it becomes pos-
sible to find an optimum condition that will minimize the noise
amplitude.

It turns out that the two distinct regions of high noise in Fig. 6
correspond to two different acoustic modes of the combustor. For
the specific geometry of the Industrial Trent~i.e.,L/D is relatively
large! the modes that can be excited in the range of 10–2000 Hz
are only longitudinal modes. The noise mapping results presented
above can be somewhat condensed when plotted in terms of a
non-dimensional amplitude (Dp/P) and a non-dimensional wave-
length (L/l). That is, the single sided RMS noise amplitudeDp
is non-dimensionalized by the combustor inlet pressureP and the
sound wavelengthl is non-dimensionalized by the length of the
combustorL. This is shown in Fig. 7.

The data from Fig. 7 are obtained from two different engines, at
five different power levels, and from a range of ambient condi-

Fig. 3 Typical operating envelopes for the industrial Trent
combustor „ISO day …

Fig. 4 Noise amplitude contour map near 50 percent power

Fig. 5 Noise amplitude contour map near 80 percent power

Fig. 6 Noise amplitude contour map near 100 percent power
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tions and combustor fuel splits. Yet, all results are clearly grouped
into three well-defined acoustic modes. At a given condition, there
may not be any resonant mode, although there will always be a
dominant frequency. In such a case, the level of pressure fluctua-
tions is of the order of 0.1–0.2 percent of the reference pressure.
This represents the ‘‘no noise’’ cases. When resonance sets in, it
will always select the frequency of one of the natural acoustic
modes. Depending on the operating conditions, the fuel split at
which resonance appears and the frequency and amplitude of the
selected mode will vary.

Each of the resonant modes identified in Fig. 7 appears to cor-
respond to a specific pattern of heat release and temperature dis-
tribution along the length of the combustor. This is illustrated in
Fig. 8. Because the Industrial Trent incorporates three fuel stages
in series, the choice of fuel splits will in principle affect the axial
distribution in heat release and gas temperature along the length of
the combustor. These distributions were not experimentally mea-

Fig. 7 Non-dimensional representation of the measured com-
bustion noise amplitudes and frequencies

Fig. 8 Typical „calculated … heat release and temperature distribution along the length of the combustor for each of the unstable
longitudinal acoustic modes. x ÕLÄ1 corresponds to the combustor exit.
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sured but were instead calculated, with the assumption that the
combustor air splits are not changed as the fuel split is varied.

The first mode is usually observed at low power when the ter-
tiary is not lit and hence it corresponds to a heat release distribu-
tion concentrated near the ‘‘head’’ of the combustor. For the sec-
ond and third mode, all three stages are in operation and the
energy release is distributed along a wider region of the combus-
tor. The heat release distribution of the second and third mode are
of a similar ‘‘topology,’’ i.e., most of the energy is released within
the secondary zone. However, the resulting temperature distribu-
tions are different, as clearly seen from Fig. 8.

What is the relationship between the information shown in Fig.
7 and the noise maps of Figs. 4–6? A partial answer is presented
in Fig. 9. This is effectively the equivalent of a slice through the
noise map of Fig. 6. As the secondary bias is increased, the noise
amplitude decreases until it reaches a minimum. Once the mini-
mum is reached, the frequency of the resonance switches from the
second to the third acoustic mode. It can also be seen that the
overall noise levels can be reduced if the primary bias is in-
creased.

Figure 9 is a good illustration of the flexibility offered by the
3-stage design. At a fixed engine running condition, a small
change in the primary and/or secondary temperature can reduce
the combustion noise amplitude by 50 percent and/or select the
frequency at which resonance takes place.

The ability to ‘‘select’’ the frequency of the resonance is a
unique feature of the system, which offers a significant advantage
to reduce the vulnerability of the combustor against combustion
noise. The combustor hardware will usually be more susceptible
to certain frequencies, depending on the structural modes of the
mechanical design. It is usually possible to ‘‘design out’’ some of
the natural structural modes, but not all. Being able to also select
the frequency of the resonance offers additional margins for me-
chanical integrity.

4 Correlations and Predictions of Noise
The objective of the noise mapping test was to allow the defi-

nition of a fuel schedule for the engine. In other words, what is the
best fuel split between primary, secondary, and tertiary for a given
power level~on a given ambient condition! which will avoid com-
bustion noise?

To answer this question it was necessary to develop an empiri-
cal correlation for each of the possible resonant modes of the
combustor. This way, not only the amplitude, but also the fre-
quency of the combustion resonance could be predicted. The as-
sumption that was made was that ofa principle of superposition.
That is, the unstable mode selected by the combustor is simply the
one that is predicted to have the highest amplitude.

The behavior of each of the unstable modes was quite different.
For instance, the dependence of the amplitude of the second lon-
gitudinal mode (L/l50.5) on combustor fueling conditions and
engine power is shown in Fig. 10. The noise amplitude~in psi-
RMS! is non-dimensionalized by the maximum noise amplitude
acceptable to the requirements of durability of the hardware.

The amplitude of the second mode always decreases as the
primary bias is increased. What appears to be large scatter at a
given primary bias is actually the effect of the secondary bias
being changed. Even though the noise amplitude is non-
dimensionalized by the combustor reference pressure, all the
curves do not collapse into one. Thus, the 2nd mode depends to a
certain degree on the total energy being released inside the com-
bustor.

The 3rd unstable mode (L/l50.75) has amplitude characteris-
tics which are completely different from what was observed with
the 2nd mode. As seen from Fig. 11, whenever the dominant
frequency of the spectrum was that of the 3rd mode, it was pos-
sible to collapse all of the observations onto a single curve. It
appears that a necessary condition for the appearance of the 3rd
mode is that the secondary zone temperature must exceed the
primary zone temperature. This condition can be achieved in a
number of ways, and at different power levels.

Under most combustor operating conditions, the primary zone
temperature is slightly above the secondary zone temperature.
This is because the primary zone needs to keep a small margin
above weak extinction, whereas the secondary doesn’t. However,
at high power the primary does have a large margin above weak
extinction~see Fig. 2! so it becomes possible to have a condition
where the secondary zone temperature exceeds the primary zone

Fig. 9 Change in acoustic mode and noise amplitude as the
combustor fuel split is varied at a steady engine operating
condition

Fig. 10 Amplitude characteristics of the 2nd unstable mode
„L ÕlÄ0.5…. The data in this figure are obtained at engine power
levels ranging from 50 percent to 100 percent power.

Fig. 11 Amplitude characteristics of the 3rd unstable mode
„L ÕlÄ0.75…. The data in this figure are obtained at engine
power levels ranging from 30 percent to 100 percent power.

284 Õ Vol. 122, APRIL 2000 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.119. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



temperature. Although this is a necessary condition for the exis-
tence of the 3rd mode, it is not a sufficient one. Note that the data
points shown in Fig. 11 all correspond to engine conditions where
the dominant frequency in the frequency spectrum corresponded
to that of the 3rd mode.

Depending on the power level and day temperature, an unstable
mode may or may not manifest itself. It is quite possible~depend-
ing on combustor operating conditions! to have situations where
neither the 2nd nor the 3rd mode~nor the 1st mode! are present.
In these cases, the background noise level in the combustor is
comparable to what would be measured in say, a diffusion flame
combustor.

Having obtained some indications of the behavior of the un-
stable modes, an attempt was made to predict the amplitude of
each of the unstable modes using empirical correlations. As men-
tioned in the Introduction, the work by Chu@4#, although not
linked to any mechanism of resonance, is ‘‘exact’’ in terms of
establishing a nonlinear relationship between heat release fluctua-
tions and the amplitude of the resulting pressure waves. This is
because the conservation equations for a control volume enclosing
a region of heat release are solved analytically.

If one makes the assumption that a given level of pressure
fluctuations have a one-to-one correspondence with a level in heat
release fluctuations, then it is expected from Eq.~1! that the non-
dimensional amplitude of the noise is predominantly a function of
the temperature ratio across the region of heat release. In the case
of a three-stage~axially staged! combustor there are three regions
of heat release, and hence there are at least three important tem-
perature ratios that will affect noise amplitude. It might also be
argued that the overall heat release in the combustor~and the
corresponding temperature ratio from combustor inlet to combus-
tor exit! might also be a controlling parameter.

For these reasons, the assumed functional form of the empirical
correlations that were used for each of the unstable modes was

Dp

p
5K11K2P3

A(
i 51

N F ~Ti2T3!

ki
Ga i

, (2)

where K1 , K2 , A, ki , and a i are all arbitrary constants. The
summation indexi, which runs from 1 toN, refer to each of the
three combustion zones of the combustor, in addition to the over-
all heat release inside the combustor. The arbitrary constants were
obtained from linear regression of engine data for each of the
unstable modes.

What were obtained then are three independent empirical cor-
relations for each of the longitudinal resonant modes. The as-
sumption that was then made was that the mode observed would
be the one having the highest amplitude of the three, given the
combustor operating conditions. Note that this approach permits
prediction of not only the amplitude but also the frequency of the
combustion resonance.

The capabilities of the correlations were tested on development
engines, where fuel schedule changes were made so as to delib-
erately create noise during engine acceleration to baseload. Two
sets of results from two different engines at two different ambient
conditions~120°C and25°C! are shown in Fig. 12.

When a combustion resonance sets in, it sets in abruptly. This is
manifested by a sharp ‘‘kink’’ in the curves in Fig. 12. Note that
the empirical correlations capture this feature quite well. In other
words, the empirical correlations developed are able to predict
relatively well the boundaries beyond which combustion noise
will be encountered.

The occurrence of combustion noise is dependent on the ambi-
ent conditions. This is because a given power level on the engine
is achieved quite differently depending on the day conditions. The
combustor inlet pressure and temperature and combustor exit tem-
perature will be quite different at say, 40 MW, if the ambient
temperature is at 20°C or25°C. Furthermore, it should be kept in
mind that thefuel schedulewill also be different, depending on
power level and day conditions.

Nonetheless, Fig. 12 indicates that the correlations are able to
capture relatively well the effects of engine cycle, ambient condi-
tions and changes in fuel schedule~or equivalently, variations in
combustor fuel splits!. The correlations were able to reproduce the
noise mapping results~e.g., Figs. 4, 5, and 6! within approxi-
mately 10 percent accuracy~i.e. the standard error of the estimate
was 10 percent of the maximum allowable pressure amplitude
inside the combustor!.

One of the most difficult tasks in DLE combustor design, par-
ticularly for the entry-in-service of the engine, is to be able to
predict the conditions under which the combustor will experience
thermoacoustic resonance. The empirical correlations developed
during development of the Industrial Trent allowed such predic-
tions to be made so that the fuel schedule could be designed to
avoid regions of high combustion noise across the entire operating
range of the engine.

5 Conclusions
Axial staging of the heat release inside the Industrial Trent

combustor allows a wide turndown of flame temperatures for the
purpose of emissions control, but this also permits a direct influ-
ence on the amplitudes and frequency of combustion thermoa-
coustic resonance. At a fixed engine condition, the variation in
fuel splits among the three stages effectively allows a direct con-
trol of combustion noise. The large flexibility of the three axial
stages is such that the noise avoidance strategy for the Industrial
Trent is really one of anadaptive fuel schedule~i.e., variation of
combustor fuel splits in response to measured noise amplitudes!
rather than one ofactive noise control~e.g., fast modulation of
a small amount of the combustor fuel flow to suppress the
instability!.

The ‘‘noise mapping’’ capability of the three axial stages made
it possible to obtain reliable empirical correlations for the occur-
rence of the unstable acoustic modes of the combustor. Today, it
is possible to predict how a fuel schedule change will affect com-
bustion noise on the engine from230°C to 130°C. Both the
frequency and the limit-cycle amplitude of the resonance can be
predicted with reasonable accuracy.
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The Role of Carbon Monoxide
in NO2 Plume Formation
Through a series of computational studies, carbon monoxide has been identified as an
important promoter of NO oxidation to NO2 in combustion turbine exhaust gas at inter-
mediate temperatures (450 to 750°C). NO2 formation is accompanied by enhanced CO
burnout at these temperatures. Perfectly stirred reactor and plug flow reactor calcula-
tions indicate that concentrations of CO as low as 50 ppmv in exhaust gas containing
25 ppmv NO can result in the conversion of 50 percent of the NO to NO2 in less than
1 s. NO2 concentrations as low as 15 ppmv can result in visible, yellow-brown plumes
from large diameter exhaust stacks. If NO2 plumes are to be prevented, then designers of
gas turbines and heat recovery steam generators need to be aware of the relationships
between time, temperature, and composition which cause NO2 to form in exhaust gas.
Reaction path analysis indicates that the mutually promoted oxidation of CO and NO
occurs through a self-propagating, three-step chain reaction mechanism. CO is oxidized
by OH ~CO1OH→CO21H!, while NO is oxidized by HO2 : NO1HO2→NO21OH.
In a narrow temperature range, the H-atom produced by the first reaction can react with
O2 in a three body reaction to yield the hydroperoxy radical needed in the second
reaction: H1O21M→HO21M, where M is any third body. The observed net reaction
is CO1O21NO→CO21NO2 , which occurs stoichiometrically at temperatures below
about 550°C. As the temperature increases, additional reaction pathways become avail-
able for H, HO2 , and OH which remove these radicals from the chain and eventually
completely decouple the oxidation of CO from NO. An abbreviated set of elementary
chemical reactions, including 15 species and 33 reactions, has been developed to model
CO-enhanced oxidation of NO to NO2 . This reaction set was derived from a larger
reaction set with more than 50 species and 230 elementary chemical reactions, and was
validated by comparison of PSR and PFR calculations using the two sets.
@S0742-4795~00!01402-2#

Introduction
The fractional distribution of NOx between NO and NO2 in the

exhaust from combustion systems is of considerable importance.
The toxicity of NO2 is greater than the toxicity of NO, and some
localities have regulated the color and/or opacity of exhaust gas
plumes~NO is colorless, while NO2 is red-brown in color!. NO2
can be found in the exhaust from boilers, reciprocating engines,
and combustion turbine engines. However, NO2 is generally not
produced in significant quantities within combustors themselves.
The principal in-combustor formation mechanism is the mixing of
hot gases containing NO with cooling or dilution air in the latter
portion of the combustor, leading to the production of HO2 and
then NO2 via NO1HO25NO21OH @1#. The resulting NO2
formed is usually a small fraction~less than 5 percent! of the total
NOx present. Furthermore, this pathway is physically removed in
lean premixed gas turbine combustion systems because there is no
wall ~or ‘‘liner’’ ! film cooling and there is no dilution jet air.
Measurements made in the bottoming cycle equipment down-
stream of these gas turbines tend to confirm the hypothesis that
there is initially little or no NO2 present in the gas turbine exhaust,
but a large fraction~more than 50 percent! of the NO may be
oxidized to NO2 as the gas is cooled from the gas turbine exhaust
temperature~about 600°C! to the stack exit temperature, resulting
in visible NO2 plumes@2#. At typical stack diameters, NO2 should
become visible at a concentration of about 10–15 ppmv.

One potential pathway identified in the literature is the reaction

of unburned fuel with flame-generated NO downstream of the
combustor. Previous experimental and theoretical studies@3–6#
have shown that low concentrations~1 to 1000 ppm! of fuels can
be strong promoters of NO oxidation to NO2 at intermediate tem-
peratures~300 to 700°C!. Hydrocarbons vary in their effective-
ness in promoting NO oxidation to NO2 , with C3 and C4 species
generally being more effective than C1 and C2 species and H2 .
CO has been reported to be relatively ineffective at promoting NO
oxidation @6#.

However, observations from gas turbine power plants equipped
with lean premixed combustion systems suggest that installations
operating at part load with high CO emissions~;50 ppmv! can
have visible yellow-brown exhaust plumes, even when total NOx
is relatively low ~;25 ppmv! and significant quantities of un-
burned hydrocarbons are not found. Since the unburned fuel path-
way to NO2 can be ruled out in these cases, the question of the
importance of CO in converting NO to NO2 is reopened.

Glarborg et al.@7# recently completed an experimental and the-
oretical study of interactions between CO, NO, NO2 , and H2O in
a flow reactor. They concluded that the presence of NO may en-
hance or inhibit CO oxidation, depending upon the exact tempera-
ture and composition of the exhaust gas mixture. However, their
experimental test conditions were somewhat different from the
conditions expected in turbine exhaust. For example, their CO
concentrations~450 to 1600 ppm! were much higher than typi-
cally found in turbine exhaust, and their O2 concentrations~2.0 to
4.3 percent! were lower than usually found.

The purpose of the present computational study was to extend
the analysis of Glarborg et al. to more closely match the condi-
tions found in gas turbine exhaust, with the overall objective of
gaining a better understanding of the role of CO in the oxidation
of NO to NO2 at intermediate temperatures~400 to 850°C!. Per-
fectly stirred reactor~PSR! and plug flow reactor~PFR! calcula-
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tions, as well as a reaction path analysis, were completed with
both Miller and Bowman’s@8# detailed chemical reaction set
~more than 50 species and 230 elementary reactions! and a re-
duced reaction set~15 species and 33 elementary reactions! de-
rived from their work. Predictions from both reaction sets were
also compared to calculations using the reaction set proposed by
Glarborg et al.@7,9# ~54 elementary reactions! and the reaction set
developed by Bowman et al.@10# for the Gas Research Institute
~277 elementary reactions!. Comparisons of the predictions of the
four different reaction sets served to validate the reduced reaction
set presented here. PFR calculations were performed because the
cooling of turbine exhaust gas in a heat recovery steam generator
~HRSG! is, to a first approximation, a plug flow process. The PSR
calculations served as a convenient, second test case for compar-
ing the complete reaction set with the reduced reaction set.

There have been reports~e.g., @11#! of brown NO2 plumes
forming far downstream~0.5–5.0 km! of power plant exhaust
stacks. These NO2 plumes result from reactions between NO in
the exhaust and ambient ozone (O3). The mechanism described in
this paper explains the visible NO2 plumes sometimes observed at
the immediate exit~0–1 m! of an exhaust stack.

PSR and PFR Calculations
The initial gas composition used for all PSR and PFR calcula-

tions was determined by assuming complete combustion of meth-
ane in air~21 percent O2 , 79 percent N2! at a particular equiva-
lence ratio~w!. CO and NO were then added to the mixture at the
desired concentrations. Unless otherwise indicated, the only spe-
cies present in the initial mixture were O2 , N2 , CO2 , and H2O, as
well as any added CO and NO.

PSR and PFR calculations were completed on a VAX 7610
computer using the Chemkin II package of subroutines and asso-
ciated programs@12,9,13#. The Chemkin software allowed adjust-
ment of absolute and relative tolerances to insure computed mole
fractions contained roughly four significant digits, even for spe-
cies with concentrations as low as 1026 ppm. For calculations at
P51 atm, four different reaction sets were used:~1! the well-
known reaction set of Miller and Bowman@8#; ~2! a reduced,
33-step reaction set derived from Miller and Bowman’s work~see
Table 1!; ~3! the reaction set developed by Glarborg et al.@7#; and
~4! the most recent version of the Gas Research Institute reaction
set, GRI-Mech 2.11~Bowman et al.!. For calculations at elevated
pressures, the modifications recommended by Michaud et al.@14#
were added to the Miller and Bowman reaction set. The reaction
path analysis aided in the selection of the key reactions to be
retained in the reduced reaction set in Table 1. This reduced set
consists of reactions 61-64, 130-139, 143, 145-150, 166, 188-191,
204-207, and 232-234 in Appendix A of Miller and Bowman@8#.

Results
The results from typical constant temperature and pressure PSR

calculations are shown in Figs. 1 and 2. The inlet composition for
the PSR calculations shown in Figs. 1 and 2 is burned gas result-
ing from complete combustion of methane in air atw50.5 ~5
percent CO2 , 10 percent H2O, 10 percent O2 , 75 percent N2! with
50 ppmv of CO and either 25 ppmv~solid lines and symbols! or 0
ppmv ~dashed lines! of NO added. PSR pressure was set toP
51 atm and the residence time was 0.5 s. For these conditions the
fractional conversion of NO to NO2 peaks at about 650°C, with
about 30 percent of the NO converting into NO2 and total NOx
remaining constant. CO decreases monotonically as temperature
increases.

The solid and dashed lines in Figs. 1 and 2 indicate results
using the Miller and Bowman~MB! reaction set. Symbols repre-
sent calculations with either the reduced reaction set in Table 1
~j!, the 1995 Glarborg et al.~G et al.! reaction set~d!, or the
GRI-Mech 2.11 reaction set~m!. Figures 1 and 2 show that cal-
culations with the reduced reaction set in Table 1 are indistin-
guishable from calculations with the complete MB reaction set. In

addition, the four different reaction sets are in excellent qualitative
agreement for all species and very good quantitative agreement
for most species. Differences between reaction sets are largest for
HO2 , with a maximum difference of about a factor of 3 at high
temperatures. Notice, however, that the differences between reac-
tion sets are much smaller for the important species of interest:
CO, NO, and NO2 .

With the inlet NO concentration set to 0 ppmv~the dashed lines
in Figs. 1 and 2!, CO oxidation is greatly suppressed at low tem-
peratures, but is almost unaffected at temperatures above 850°C.
At low temperatures, the presence of 25 ppm NO in the inlet gas
increases the OH concentration by almost a factor of 1000. NO
has a similar effect on H atom concentrations, while HO2 concen-
trations are only slightly affected by the presence of NO in the
inlet gas. At high temperatures, the presence of NO in the inlet gas
has no effect on these radical species concentrations.

A reaction path analysis provides useful insight into the chemi-
cal mechanisms causing the effects observed in Figs. 1 and 2.
Under all conditions, the primary pathway for CO oxidation is
reactionR2 in Table 1:

CO1OH→CO21H, (R2)

and the primary pathway for NO oxidation is

NO1HO2→NO21OH. (R23)

However, key differences are observed in the reaction pathways
for radical species. At low temperatures~450–650°C!, when NO
is present in the inlet, almost all of the H atom is destroyed
through

H1O21M→HO21M . (R9)

Under these conditionsR2, R23, andR9 form a self-sustaining
set of chain reactions. The sum of the three reactions is the overall
reaction

CO1NO1O2→NO21CO2

with no net consumption of radical species. The key chain initia-
tion step is not thermal dissociation of stable species, but rather
the slow reaction

CO1O2→CO21O. (R3)

O atom produced throughR3 then participates in an important
chain branching reaction,

H2O1O→2OH, (–R13)

which produces the OH needed forR2, thus initiating the three-
step chain reaction. ReactionsR2, R23, andR9 then propagate the
chain reaction, and proceed to oxidize NO and CO, with no net
consumption of radicals. At temperatures below 550°C, almost
every mole of CO oxidized to CO2 also results in one mole of NO
oxidized to NO2 .

At very low temperatures~below 450°C!, R3 is too slow to
provide sufficient quantities of O atom for the chain reactions to
proceed at a significant rate. At high temperatures~above 650°C!,
R3 and the reverse direction ofR13 are still the key chain initia-
tion and chain branching reactions. However, additional reaction
pathways become available for H, HO2 , and OH. These reactions
remove radicals from the chain and decouple the oxidation of CO
from NO. For example, as temperature increases,R9 becomes a
less important pathway for H atom destruction as the alternate
H1O2 pathway

H1O2→OH1O (–R7)

becomes more important. At 850°C, about 50 percent of the H
atom destruction occurs throughR9, the remainder being de-
stroyed through the reverse direction ofR7. In addition, only 20
percent of the HO2 that is consumed results in oxidation of NO to
NO2 through R23 ~versus almost 100 percent at 500°C!. The
remainder of the HO2 is being destroyed through
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HO21OH→H2O1O2 . (R10)

NO2 production reaches a maximum and then slows down as tem-
perature increases, and CO oxidation increases monotonically
with temperature, because as temperature increases~i! R10 con-
sumes HO2 that would have produced NO2 at lower temperatures
throughR23, and~ii ! the reverse direction ofR7 produces the
OH needed for CO oxidation thatR23 produced at lower tem-
peratures.

If NO is not present at low temperatures, CO oxidation slows
considerably, as shown in Fig. 1.R3 and the reverse direction of
R13 are still the important chain initiating and chain branching
reactions. OH produced through the reverse direction ofR13 still
oxidizes CO, and the H fromR2 reacts throughR9 to form HO2 .
However, without NO to convert HO2 back to OH throughR23,
OH concentrations remain depressed~see Fig. 2! and CO oxida-
tion slows down. At higher temperatures, new sources of OH
become available~primarily through the reverse direction ofR7),
allowing CO oxidation to proceed without NO.

The results from typical constant temperature and pressure PFR
calculations using the Miller and Bowman@8# reaction set are
shown in Figs. 3 and 4. The initial condition for the calculations
shown in Figs. 3 and 4 is again burned gas resulting from com-
plete combustion of methane in air atw50.5 ~5 percent CO2 , 10
percent H2O, 10 percent O2 , 75 percent N2! at P51 atm,
T5600°C, with 50 ppmv CO added, and either 25 or 0 ppmv NO.
For all of the species shown, the curves produced using the re-
duced reaction set in Table 1 are indistinguishable from the curves
produced using the full MB reaction set, and so have not been
shown. Calculations performed using the Glarborg et al.@7# reac-
tion set and GRI-Mech 2.11 were again in good agreement with
the MB and Table 1 reaction sets, but have not been shown for
clarity.

When NO is present~the solid lines in Figs. 3 and 4!, there is a
short induction period~about 0.2 s! during which time radical
species build up to relatively high concentrations. The end of the
induction period is marked by the onset of a period of relatively

Table 1 Rate parameters for 33-step reduced reaction set
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rapid CO and NO oxidation and a gradual decrease in radical
species concentrations. In this particular case, approximately
0.6 moles of NO are oxidized to NO2 for every mole of CO
oxidized to CO2 . After about 1 s, 50 percent of the NO has been
oxidized to NO2 . When NO is not present~the dashed lines in
Figs. 3 and 4!, the chemistry of the PFR is quite different. Con-
centrations of H, OH, and O are initially suppressed, while HO2
concentrations increase by nearly a factor of 10. Without NO,
overall CO burnout is reduced by a factor of 2. Additional calcu-
lations ~not shown in Figs. 3 and 4! indicate that if CO is not
present, NO oxidation does not occur under these conditions.

A careful examination of Figs. 1–4 reveals that both with and
without NO, the composition of the PFR at 0.5 s is very similar to
a 0.5 s residence time PSR operating at the same temperature.
This similarity arises because~1! the reactions in the PSR and the
PFR are the same and relatively slow, and~2! total conversion of
CO and NO is low at 0.5 s.

Discussion
At typical gas turbine exhaust temperatures, NO is rapidly oxi-

dized to NO2 if CO is present. This observation has substantial
consequences for the design of downstream process equipment,
including HRSG’s in bottoming cycles. The gas residence time in
a typical HRSG is approximately 2 s, which is more than suffi-
cient time to produce 10–15 ppmv of NO2 if gas cooling is slow
~see Fig. 5!. Under part load conditions, when CO is relatively
high, rapid quenching of turbine exhaust gas may be needed to
prevent the formation of visible NO2 plumes.

Because the net rate of NO oxidation to NO2 in exhaust gas is
of considerable importance to the designers of boilers~and other
downstream process equipment! trying to minimize NO2 forma-
tion, Fig. 5 has been prepared. Figure 5 is intended as an engi-
neering tool that provides quick estimates of maximum NO2 for-
mation rates~due to only CO-enhanced oxidation! in exhaust gas
as a function of temperature, pressure, and initial CO:NO mole
ratio. Figure 5 is not intended to be a substitute for more detailed
model calculations. The net rates of NO2 production shown in Fig.

Fig. 1 Calculated concentrations of CO „top …, NO „middle … and
NO2 „bottom … in constant pressure „PÄ1 atm … perfectly stirred
reactors „PSRs… at various temperatures. Inlet gas
composition Ä75 percent N 2 , 10 percent O 2 , 10 percent H 2O, 5
percent CO 2 , 50 ppmv CO, and either 25 ppmv NO „solid lines
and symbols … or 0 ppmv NO „dashed line …. Solid and dashed
lines indicate calculations using the Miller and Bowman reac-
tion set. Symbols are points calculated using the reaction set in
Table 1 „j…, Glarborg et al „d…, or GRI-Mech 2.11 „m….

Fig. 2 Calculated concentrations of OH „top …, HO2 „middle …,
and H „bottom … at the same conditions as shown in Fig. 1
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5 are taken from the maximum slope of NO2 profiles computed in
constant temperature and pressure PFR calculations at the indi-
cated conditions. The maximum slope typically occurs immedi-
ately after the induction period, typically between 0.2 and 0.4 s
~see Fig. 3!. NO2 production rates greater than 10 ppmv per sec-
ond are possible at temperatures between 575 and 725°C.

The net rate of NO2 formation shown in Fig. 5 exhibits ex-
tremely non-Arrhenius behavior and unusual pressure depen-
dence. AtP51 atm, the rate of NO2 formation reaches a maxi-
mum at temperatures between 600 and 750°C, depending upon the
initial CO:NO ratio, and then decreases rapidly as temperature
increases. This non-Arrhenius temperature dependence is not sur-
prising, once the competition betweenR7 andR9 is recognized as
a major factor in joint CO/NO oxidation. Elementary reactionR9
is a well known addition/stabilization reaction which has been
widely reported to exhibit non-Arrhenius behavior@15#. The non-
Arrhenius behavior ofR9 explains the unusual temperature de-
pendence of NO2 formation from NO. The slow rate of NO2 for-
mation at high temperatures also explains why NO2 is typically
not found in exhaust gas immediately exiting a gas turbine. The

residence time in the combustor and the turbine is too short~on
the order of 25 ms!, and the temperature is too high, for significant
NO2 formation to take place.

At temperatures below 550°C, the net rate of NO2 formation is
roughly proportional toP2. At higher temperatures the pressure
dependence becomes more complex as additional reaction path-
ways become available. At temperatures above 675°C, the net rate
of NO2 production can actually decrease as pressure increases.
Again, the unusual pressure dependence of the overall reaction is
a direct result of the non-Arrhenius behavior and pressure depen-
dence ofR9.

The coupling of CO and NO oxidation at low temperatures also
has important implications for modeling chemistry in turbulent
flow. A typical approach used to include chemistry in turbulent
flow models is to determine the flow, temperature, and species
concentration fields using only the fuel and air chemistry, and
initially neglecting NOx formation. Once the flow field has been
solved, NOx chemistry is ‘‘overlaid’’ on top of the existing solu-
tion, the assumption being that small concentrations of NOx will
not perturb the composition or temperature fields significantly.
While NOx and CO chemistry can be decoupled at high tempera-
tures, this work shows that this assumption is poor at low tem-
peratures. If NO is present, models that decouple CO and NOx
chemistry will under-predict CO burnout at low temperatures
~450–750°C!.

Conclusions
The yellow-brown plumes sometimes observed in the exhaust

from gas turbine power plants are caused by 10–15 ppmv of
NO2 . Measurements and prior experience indicate that the NO2 is
not formed in the gas turbine combustor itself. This work has
shown that CO plays a critical role in forming NO2 downstream
of the gas turbine. PSR and PFR calculations with four different
reaction sets have shown that at temperatures below 800°C, the
oxidation reactions of CO and NO are linked together through a
chain reaction mechanism. The presence of each enhances the
oxidation of the other. Below 550°C, the net reaction stoichiom-
etry of

CO1NO1O2→CO21NO2

Fig. 3 Calculated composition profiles in a constant tempera-
ture „600°C… and pressure „1 atm … PFR. Initial gas
composition Ä75 percent N 2 , 10 percent O 2 , 10 percent H 2O, 5
percent CO 2 , 50 ppmv CO, and either 25 ppmv NO „solid lines,
———… or 0 ppmv NO „dashed line, ––– ….

Fig. 4 Calculated PFR composition profiles of important radi-
cal species at the conditions of Fig. 3

Fig. 5 Peak rates of NO 2 formation in a constant temperature
and pressure PFR at various conditions. Initial gas
composition Ä75 percent N 2 , 10 percent O 2 , 10 percent H 2O, 5
percent CO 2 , and 25 ppmv NO. Solid line „———…: initial CO
concentration Ä50 ppmv, PÄ1 atm. Dotted line „¯…: initial CO
concentration Ä12.5 ppmv, PÄ1 atm. Dot-dashed line „– " –"…:
initial CO concentration Ä12.5 ppmv, PÄ10 atm.
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is expected. CO and NOx chemistry cannot be decoupled in this
temperature regime, and this observation has important implica-
tions for designers of boilers and exhaust gas systems trying to
minimize NO2 plume formation.
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Status of Catalytic Combustion
R&D for the Department of Energy
Advanced Turbine Systems
Program
This paper discusses some of the advanced concepts and research and development as-
sociated with implementing catalytic combustion to achieve ultra-low-NOx emissions in
the next generation of land-based gas turbine engines. In particular, the paper presents
current development status and design challenges being addressed by Siemens Westing-
house Power Corp. for large industrial engines (.200 MW) and by Solar Turbines for
smaller engines (,20 MW) as part of the U.S. Department of Energy’s (DOE) Advanced
Turbine Systems (ATS) program. Operational issues in implementing catalytic combustion
and the current needs for research in catalyst durability and operability are also dis-
cussed. This paper indicates how recent advances in reactor design and catalytic coatings
have made catalytic combustion a viable technology for advanced turbine engines and
how further research and development may improve catalytic combustion systems to
better meet the durability and operability challenges presented by the high-efficiency,
ultra-low emissions ATS program goals.@S0742-4795~00!01502-7#

1 Introduction

A major goal for the DOE-ATS program is to demonstrate
stable, quiet, ultra-low emission combustion systems for advanced
land-based gas turbine engines. This goal presents a substantial
challenge to combustion engineers when it is combined with the
ATS goal of high cycle efficiencies, which for the most part de-
mand high turbine firing temperatures~.1700 K!. To meet these
challenges, two combustor technology paths are being pursued
within the ATS program:~1! lean-premixed combustion for an
emissions target of,10 ppm NOx and ,20 ppm CO/UHC, and
~2! catalytic combustion with a target goal of,5 ppm NOx and
,10 ppm CO/UHC. While lean-premixed combustion systems for
ATS engines are nearing readiness for field applications, catalytic
combustion systems for the high efficiency ATS engines are still
under development because of their potential for much lower
emissions. Recent progress in reactor implementation as presented
in this paper suggest that catalytic combustion systems will soon
be ready for the next generation of high efficiency gas turbine
engines.

The main advantage of catalytic combustion rests on the fact
that the catalytic reactions inhibit chemical pathways that lead to
NOx . Catalytic combustion systems have the potential for achiev-
ing NOx emissions of,3 ppm. Furthermore, large pressure oscil-
lations ~at frequencies of 100 to 1000 Hz! that can occur in lean
premixed combustors may be highly suppressed in catalytic com-

bustors@1#. This paper describes the status, approaches, and chal-
lenges of developing operable catalytic combustion systems for
advanced gas turbines.

The challenges for implementing reliable catalytic combustion
in ultra-low emissions gas turbines are being addressed at many
levels by catalyst/catalytic reactor companies, engine manufactur-
ers, and academic researchers. Development efforts in the U.S.,
including those under the ATS program, are starting to produce
catalytic combustor designs@e.g., @2–4## that are nearing engine
worthiness. The various design approaches rely on upstream fuel/
air premixing and a two-stage, so-called ‘‘hybrid’’ catalytic com-
bustor. Figure 1 presents two schematics of hybrid catalytic com-
bustion systems that have been developed for advanced gas
turbine cycles. The schematics show two different approaches to
handle combustor operation when inlet temperatures are too low
for catalyst light-off: 1~a! with inlet gas preheating in a pre-
burner, and 1~b! with downstream pilot fuel injection for stable
combustion in the gas phase burnout zone. When the combustor
inlet temperature rises to the catalyst light-off point, both designs
switch to an ultra-low emissions mode where combustion occurs
in a two-stage process. In the first stage, the catalytic reactor oxi-
dizes a fraction of the fuel and thereby raises the gas-phase tem-
perature to an intermediate level. After the catalyst, a downstream
second stage, called the ‘‘homogeneous burnout zone’’ completes
the fuel conversion and heats the gases to the desired combustor
exit temperature.

In a hybrid catalytic combustor, the second-stage gas-phase
combustion can lead to NO and CO formation, and thus, minimiz-
ing the fuel fraction converted in the gas phase tends to minimize
NOx and CO emissions. This suggests maximum conversion
in the catalyst, which presents the challenge of avoiding catalyst
overheating/meltdown. The current hybrid designs are far from
optimized both in terms of operability and ultra-low emissions
capability because of the fraction of fuel that must be converted
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in the gas phase to avoid overheating of the catalyst/substrate. To
fully realize the potential of catalytic combustion, further ef-
forts in high-temperature materials development as well as re-
actor design~enhanced by advanced numerical models! must
be undertaken.

Figure 2 shows a schematic operating window for a typical
hybrid catalytic combustor in terms of combustor inlet tempera-
ture versus equivalence ratio. The operating window of a catalytic
combustor is bounded by a low-temperature catalyst light-off limit
~at the bottom!, by a minimum adiabatic combustion temperature

~to the left! below which low CO emissions and flame stability are
difficult to maintain, and by a high-temperature catalyst or catalyst
substrate limit~on the top!. Figure 2 also indicates an approximate
operating window for a typical dry-low-NOx ~DLN! combustion
system. The respective operating windows suggest how the cata-
lytic combustor offers advantages over DLN systems for opera-
tion at low adiabatic flame temperatures, and systems that operate
in this range are now being demonstrated in small gas turbine
engines@5#. Reliable operation at these low adiabatic flame tem-
peratures is also critical for advanced ATS engines~with their
higher firing temperatures! in order to avoid lean blowout during
engine operation at low-power conditions~a problem for DLN
systems!. The advantages for catalytic combustion over DLN
systems at high adiabatic flame temperatures due to improved
combustor acoustics and lower NOx emissions are not indicated in
Fig. 2. The potential of reliable catalytic combustor operation at
the high flame temperatures with NOx and CO emissions below 5
and 10 ppm motivates the development efforts on catalytic com-
bustion systems for ATS engines. Some of the key design chal-
lenges to improve operability and catalyst reliability and recent
advances to address these challenges are summarized in the fol-
lowing sections.

2 Catalytic Combustor Development at Solar Tur-
bines

Solar Turbines has been developing a catalytic combustor de-
sign to meet the ATS emissions goals while providing firing tem-
peratures necessary for the overall cycle efficiency goals@2#. The
Solar Mercury 50 ATS gas turbine is the platform for catalytic
combustor designs and is being developed for thermal efficiency
.40 percent, for NOx exhaust emissions,5 ppmv, and for high
reliability and availability. The Mercury 50, which is designed to
meet increasing distributed power generation needs and combined
heat and power~cogeneration! demands in local communities,
uses a recuperated cycle in order to achieve these goals.

Fig. 1 Schematics of hybrid catalytic combustor designs for operation in advanced gas turbine engines „a… with
preburner for low power operation, and „b… with downstream diffusion flame burner for low power operation

Fig. 2 Sketch showing representative operating windows of
catalytic combustion system and dry low NO x combustion sys-
tem
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The unique configuration of the Mercury 50 gas turbine, shown
in Fig. 3, presents an ideal configuration for integrating a catalytic
combustor into an engine previously designed for a more conven-
tional combustor system. The compressor exit air travels through
the recuperator from one side of the engine to the other where it
then enters the combustion system, conveniently located at the
end of the engine. This unique modular configuration allows for
interchange between the annular ultra-lean premixed~ULP! com-
bustion system and the future multi-can catalytic combustion sys-
tem currently under development with virtually no impact on the
rotating equipment in the engine.

The catalytic combustion system is being designed to exceed
the low emissions performance of the ULP and to achieve,5
ppm NOx and ,10 ppm CO and UHC~corrected to 15 percent
O2! over the 50-to-100 percent load range. Development of the
catalytic combustion system is divided into three phases:~1! sub-
scale catalytic reactor~;10–12 cm dia.! testing at simulated en-
gine conditions;~2! evaluation of system concept in a single-can,
full-scale, high-pressure tests; and~3! multi-can hardware testing
in high-pressure rigs followed by demonstration on the Mercury
50 engine. Current status of the catalytic combustor development
process, and design challenges are summarized below.

Initial development of Solar’s catalytic combustion system was
based on sub-scale testing of various precious metal-based cata-
lytic reactors~designed and fabricated by Catalytica!. Designs fol-
lowed the hybrid combustor concept discussed earlier where oxi-
dation of a fraction of the fuel occurs in the catalyst bed and the
remaining fuel is oxidized in a post catalyst homogeneous com-
bustion region. The catalyst substrate temperatures are maintained
at acceptable levels through use of a preferential substrate coating,
and palladium-based catalysts were implemented to achieve reli-
able catalyst light-off at combustor inlet temperatures@6#. Results
from the sub-scale testing have been summarized in an earlier
paper@7#.

Catalytic combustor testing at Solar has shown the need for
very uniform fuel-air mixtures at the catalyst inlet in order to
avoid locally high or low temperatures in the catalyst substrate.
Regions of high temperature lead to catalyst deactivation and
damage, while areas of low temperature lead to high CO and UHC
emissions in the exhaust. The development of low-pressure drop
premixers capable of achieving less than 10 percent peak-to-peak
variation in fuel concentration is critical to avoid regions of cata-

lyst overheating as well as regions of cold spots with low fuel
conversion. The need for such uniform premixing is complicated
by the variation in fuel-air splits as the engine changes operating
conditions.

Sub-scale testing at Solar has also revealed the limited turn-
down ~in terms of fuel-air equivalence ratios! of the catalytic re-
actor design. This necessitates the use of catalyst air modulation
with variable geometry valves to maintain catalyst performance at
off-design load conditions. Based on the catalyst performance in
the sub-scale tests, concepts for reactor design and air flow modu-
lation in the Mercury 50 catalytic combustion system were estab-
lished. The concept design was largely empirical, based primarily
on sub-scale testing results, since sufficient information is not
available to model the heterogeneous oxidation of hydrocarbons
~most notably CH4! on the palladium-based catalyst surface. Ho-
mogeneous reactions downstream of the catalyst however can be
modeled accurately, and one-dimensional flow models with de-
tailed chemical kinetic information for the homogeneous burnout
zone are integrated with empirical catalytic reactor models to pre-
dict system performance before final design. Upon completing
fabrication of the full-scale catalytic reactor and homogeneous
burnout zone, high-pressure tests of the single-can combustor are
undertaken to define/optimize the operating window of the entire
system.

The multi-can Mercury 50 catalytic combustion system concept
follows the single-can combustor layout of Cowell and Roberts
@8#. Figure 4 shows a schematic of the single-can combustor ar-
rangement as tested in a high-pressure rig. The system incorpo-
rates a start-up/part-load fuel injector located at the center of an
annular catalyst, and a variable geometry valve that regulates the
flow of air into the catalyst. The start-up/part-load fuel injector is
used to start the engine and operate it below 50 percent load. At
50 percent load, the combustor inlet temperature~recuperator dis-
charge temperature! is sufficiently high for catalyst operation and
the system transitions to catalyst operation mode. This catalytic
combustion system configuration solves some of the operational
difficulties with catalytic combustion systems. Firstly, the fuel
flow bypasses the catalyst during engine light-off and initial ac-
celeration, and avoids the complication of a preburner upstream of
the catalyst. The lack of a preburner also allows the combustor to
achieve the lowest levels of NOx emissions and maintains a more
uniform temperature profile at the catalyst inlet.

Fig. 3 Mercury 50 gas turbine with end-mounted combustor for lean-
premixed or catalytic systems
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Viability of the catalytic combustor was investigated under en-
gine operating scenarios including system light-off, part-load con-
ditions below 50 percent load using the central fuel injector, tran-
sition from part load to catalyst operating mode at 50 percent load,
and active modulation of the air flow into the catalyst at high
power conditions~.50 percent load! to meet ,5 ppmv NOx
goals. Successful combustor operation over all of these scenarios
was demonstrated in high pressure rig tests, and emissions goals
were achieved over the 50–100 percent load range. Details of the
design of the single-can catalytic combustor and results of rig tests
are available elsewhere@2,7#.

Design and fabrication of the complete multi-can catalytic
combustion system is currently in progress, with an engine dem-
onstration planned for late 1999. The design of the combustion
system has to provide both uniform fuel concentrations and uni-
form air flows at the catalyst inlet. Even slight variations in can-
to-can air mass flow rates could lead to catalyst damage at hot
spots or high CO/UHC emissions in cold spots. To this end, the
combustor needs the air flow modulation by the variable geometry
valve to have minimal impact on the combustor aerodynamics.
Likewise, the engine fuel controller must provide reliable and
accurate transition of fuel flow from the start-up injector to the
main catalyst premixer during switching from part-load to high-
power operation.

In addition to the operability issues, concerns such as long term
catalyst durability and mechanical integrity are also being ad-
dressed. Sub-scale tests of current state of the art palladium-based
catalysts at simulated engine conditions have shown no deteriora-
tion in catalyst performance over approximately 1000 h. However,
an accurate estimate of long term catalyst durability will not be
available until a field demonstration is performed. Potential
poisons/abrasives that may accelerate catalyst deterioration during
field operation include lube oil, turbine wash solutions, compres-
sor coatings, fuel contaminants~e.g., Na, S, Cl!, and air-borne
contaminants~e.g., silica, salts!. Likewise, field demonstrations
will test the mechanical integrity of the catalyst substrate at el-
evated temperature when subjected to engine vibrations. Address-

ing these issues in an engine field test is the next step for devel-
opment of an ultra-low emissions catalytic combustor for the
Mercury 50 ATS engine.

3 Catalytic Combustor Development for the Siemens
Westinghouse ATS Engine

In contrast to Solar’s Mercury 50 engine, the Siemens Westing-
house Power Corporation~formerly Westinghouse Power Genera-
tion! ATS engine shown in Fig. 5 is a large combustion turbine
relying on high pressure ratios, instead of a recuperator, to achieve
high cycle efficiencies. The engine contains sixteen can com-
bustors located around the engine circumference between the
compressor and the turbine, and efforts are ongoing to develop
both lean-premixed~including catalytically enhanced! combustors
and ultra-low emissions fully catalytic combustors for the engine.
The high cycle efficiencies and associated high turbine firing tem-
peratures require steam cooling in the transition ducts, which di-
rect the hot combustor exit gases into the turbine. In order to
minimize the need for cooling air and overall size of both the
lean-premixed and fully catalytic combustors, the transition duct
also serves as a homogeneous burnout zone where a significant
fraction of the heat release takes place to achieve ultra-low CO
and UHC emissions.

A major design goal of the Siemens Westinghouse catalytic
combustor development program has been to incorporate catalytic
combustion technology into the same-sized envelopes as existing
lean premixed combustor designs. This goal presents a significant
challenge to the catalytic combustor development since surface
reactors usually are not amenable to high volumetric heat release
rates. However, the size constraint has led to alternative ap-
proaches to catalytic combustion including unique approaches of
integrating catalytic reactors with lean premixed combustion sys-
tems. To this end, catalytic combustor development efforts at Si-
emens Westinghouse have evolved into two development pro-

Fig. 4 Catalytic combustor system being tested and developed at Solar for ATS engine
applications
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grams: one for a catalytic pilot in lean-premixed combustors and a
second for a fully catalytic combustor with high operating space
velocities.

Catalytic Pilot Development. The catalytic pilot concept
seeks to address some of the limitations with conventional lean-
premixed combustor operation~particularly at low adiabatic flame
temperatures as indicated in Fig. 2! by providing improved com-
bustor resistance to lean blowout and instabilities. The catalytic
pilot consists of a unique radial inflow swirler with a central cata-
lytic reactor. Fuel and air to the pilot are premixed upstream of the
pilot with a small fraction of the mixture passing through the
central catalytic reactor and the remainder passing through the
swirler. The hot combustion products exiting from the central
catalytic reactor stabilize combustion of the remaining pilot fuel,
which subsequently sustains combustion in the entire lean-
premixed combustor.

The catalytic pilot was developed as a stand-alone premixed
burner ~at Precision Combustion, Inc.!, and development efforts
began with atmospheric pressure testing and validation of CFD
modeling, which was then used to predict high-pressure engine
performance. Difficulties in predicting the heterogeneous surface
reaction rates at the very high pressure ratios~.20 to 1! in the
Westinghouse ATS engine made it difficult to assess the high-
pressure performance of the catalytic reactor. In general, this dif-
ficulty currently limits the reliability of CFD modeling as a tool
for designing catalytic reactors for combustion systems that oper-
ate at extremely high pressures. Nonetheless, the CFD studies can
be integrated with empirical catalytic reactor models to study the
downstream gas-phase fluid flow and chemistry interactions in the
homogeneous combustion zone. Such an approach was used in the
catalytic pilot development and once satisfactory atmospheric
testing and high-pressure CFD results were achieved, the selected
catalytic pilot design was incorporated into an existing full-scale,
lean premixed combustor and successfully tested at atmospheric
pressure. Currently, the full-scale combustor with catalytic pilot
stabilization is being tested at high-pressure engine conditions.
The catalytic pilot approach offers a unique solution to lean-
premixed combustor operational difficulties, but initial testing
suggests that this approach does not offer the potential for emis-
sions as low as a fully catalytic combustor because of the reduced
amount of heterogeneous reactions, which inhibit NOx formation
pathways in the combustor.

Fully Catalytic Combustor Development. Unlike the small
catalytic pilot reactor, which only converts a small fraction of the
entire combustor fuel flow, the fully catalytic combustor is de-
signed to convert a significant fraction of the fuel and thereby

provide ultra-low NOx emissions~,5 ppm!. The Siemens West-
inghouse catalytic combustor, like the Solar design, relies on a
hybrid combustor approach~discussed in Section 1! where the
conversion in the catalyst is limited and combustion is completed
in a downstream homogeneous burnout zone. Because the cata-
lytic reactor plays such a large role in the fully catalytic combus-
tor, the development efforts have been focused largely on the
design and construction of a suitable catalytic reactor.

Because of the high firing temperatures required by the ATS
engine~.1700 K!, the catalytic reactor must operate at a rela-
tively high fuel/air ratio. This presents the risk of overheating of
the catalytic reactor, as current state-of-the-art catalyst/catalytic
substrates are not capable of withstanding adiabatic flame tem-
peratures required for the ATS turbine cycle. However, to achieve
NOx emissions below 5 ppm and stable downstream burnout with
ultra-low CO and UHC emissions, a substantial fraction of the
fuel must be converted in the catalyst bed. Because this is prima-
rily a catalytic reactor problem, it is amenable to sub-scale testing,
and thus, significant emphasis has been placed on small-scale
catalyst bed design and testing, both in atmospheric and high pres-
sure test rigs. The reactor designs tested in the sub-scale rigs have
been guided by models of the catalytic reactor, which integrate
simple surface chemistry models with CFD.

The sub-scale testing has led to some suitable catalytic reactor
designs which limit the conversion of fuel inside the catalyst bed,
even under the high fuel-air stoichiometries required by the Si-
emens Westinghouse ATS engine. The catalytic combustor devel-
opment is now moving into full-scale combustor testing by inte-
grating the reactor designs developed from the sub-scale tests into
a single-can combustor, similar in size to the lean-premixed com-
bustion system constructed for the engine. The fully catalytic
combustor will operate without a preburner at high power condi-
tions ~above 50 percent load!. At low power conditions where the
combustor inlet temperature is too low to light off the catalytic
reactors, a diffusion flame pilot is used to provide stable~though
with high emissions! homogeneous combustion downstream of
the catalyst beds. This arrangement is represented well by the
schematic in Fig. 1~b!. The diffusion flame pilot will also provide
start-up capabilities. On the other hand, at high loads, when the
catalytic reactors can provide adequate fuel conversion and ultra-
low emissions are critical, the diffusion flame is shut off, and fuel
will be premixed into the pilot air for minimum NOx emissions.
Testing of this combustor concept will focus on combustor oper-
ability and catalytic reactor operation within the long-term dura-
bility limits of both the catalyst and the substrate.

Fig. 5 Siemens Westinghouse ATS engine for which catalytic combustor
development is ongoing
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4 Research and Development Issues
Substantial issues associated with catalytic combustor develop-

ment have been raised by the catalytic combustor development
efforts under the ATS program. Some of those issues were raised
in the previous two sections and will be discussed further in
this section. This section will look at how fundamental research
and development in areas such as low and high temperature cata-
lysts and catalytic reactor modeling is still needed for catalytic
combustion technology to meet the challenges posed by the
next generation of high-efficiency, ultra-low-emissions gas tur-
bine engines.

Low Temperature Light-Off Catalysts. One of the out-
standing issues in catalytic combustion is the development of oxi-
dation catalysts, particularly for natural gas~i.e., methane!, that
maintain low light-off temperatures~,400°C! for several thou-
sand hours. Due to the current limit of methane catalysts~which
require inlet temperatures around 400°C for adequate performance
in gas turbine combustor applications!, various approaches, as dis-
cussed in the previous sections, have been adopted to operate
catalytic combustion systems during conditions where combustor
inlet temperatures are below the effective catalyst light-off tem-
perature. Whereas the Solar and Siemens Westinghouse~as well
as the Rolls Royce Allison! ATS engines provide adequate com-
bustor inlet temperatures at high power conditions for current
state-of-the-art palladium-based catalysts, availability of durable,
lower-temperature catalysts would greatly simplify the approaches
to catalytic combustor design.

One approach to operating a catalytic combustor at low inlet
temperatures is the use of a non-premixed ‘‘preburner,’’ ahead of
the catalyst~as shown in Fig. 1~a!!. The non-premixed flame in-
creases the temperature of gases flowing into the catalyst so that
adequate light-off is maintained at low power conditions. The
preburner may also be used to start the engine. However, control
of the temperature distribution upstream of the catalyst and un-
wanted NOx emissions that result from the non-premixed flame
have caused designers to look for alternative approaches for low
temperature operation. One alternative shown in Fig. 1~b! in-
volves secondary fuel injection downstream of the catalytic. This
approach, which has been adopted in different ways by both Solar
Turbines and Siemens Westinghouse, also suffers from unwanted
NOx emissions at low power conditions but avoids the risk of the
preburner upstream of the catalyst. In both the recuperated cycle
of the Solar ATS engine and the high pressure ratio cycle of the
Siemens Westinghouse engine, combustor inlet temperatures are
adequate for catalyst light-off at high power conditions~.50 per-
cent load!, and thus the downstream fuel injection is not used at
high power conditions.

Significant complexities in combustor geometry and fuel sched-
uling must be incorporated for the low power catalytic combustor
operation where combustor inlet temperatures drop below 400°C.
These complexities, as discussed in the previous paragraphs, have
also included variable geometry as in the Solar engine@9# or
downstream burners that must run relatively rich while the cata-
lyst is not supplied with fuel@3#. Improved low-temperature cata-
lysts would minimize the need for these complex additions used
for start-up and low-power conditions and thereby would greatly
improve the operability of the entire catalytic combustion system.

For the most part, supported palladium~Pd! based catalysts
have been implemented for low-temperature light-off catalysts in
natural gas combustors. As of yet alternative non-precious metal
catalysts such as perovskites and substituted hexaluminates have
not shown sustainable low temperature activity needed for natural
gas combustor applications@10#. With Pd-based catalysts, the sup-
ports are generally an oxide ‘‘washcoat,’’ which provides a high
surface-area for sufficient dispersion of the precious metal for low
temperature light-off. However, the high surface area support be-
comes less critical during steady-state, high-temperature operation
because the increased rate of oxidation reactions at the exposed

surface exceeds the rate at which gas diffusion brings the reactants
to the washcoat@11#. Research may still be done to provide guide-
lines for reducing precious metal loading through selective place-
ment of high surface area supports without impacting reactor
light-off or steady-state performance.

In the U.S., many researchers have used low-pressure,
temperature-programmed microreactors to study supported Pd
catalysts for methane oxidation. These studies have indicated that
under oxygen-rich conditions, surface Pd is primarily in an oxi-
dized state~PdO! below temperatures ranging from 600 to 900°C
~depending primarily on O2 partial pressure!. At higher tempera-
tures, PdO is reduced to Pd, and if temperatures rise high enough,
the Pd metal undergoes particle restructuring with loss of active
surface area. When the temperature falls back, the supported Pd
catalyst exhibits a region of apparent negative activation energy as
the catalyst begins to return to its oxidized state. Some have sug-
gested that the transition from PdO to Pd can be used to control
catalyst temperatures—i.e., as the temperature rises, PdO will re-
vert to Pd and the reaction will slow down. However, reduced Pd
can also promote methane oxidation at high temperatures, and
methane oxidation reactions do not necessarily stop as PdO is
converted to Pd, particularly at high pressures@12#. Nonetheless,
reduction of PdO at intermediate temperatures and restructuring of
Pd catalysts at high temperatures can result in catalyst behavior
that depends on past operating conditions. The change in Pd cata-
lyst behavior presents a challenge to combustor designers when
consistent fuel conversion in the catalyst bed is necessary for low
CO and UHC emissions.

A better understanding of the Pd/PdO system is needed at high
pressures and at reacting conditions where surface oxides may be
much more difficult to reduce than at the low-pressure conditions
of most micro-reactor studies. Recent studies suggest that meth-
ane oxidation on Pd/PdO is promoted by CH4 adsorption onto
reduced Pd molecules with nearby PdO molecules promoting
H-abstraction and subsequent CO2 formation and desorption@13#.
Assuming such a model is correct, it is not surprising that catalytic
combustors have more difficulty lighting-off as pressure increases
because the higher O2 pressures will result in more extensive oxy-
gen coverage of the catalyst. A better understanding of how Pd/
PdO behaves under light-off and reacting conditions at high pres-
sures will help researchers to determine how to enhance the long-
term durability of the catalyst features that can provide high
activity below 400°C. For example, if it is critical to maintain
some fraction of reduced Pd for good low temperature activity,
efforts might focus on the potential of bimetallic Pd-based cata-
lysts to sustain some reduced palladium at combustor light-off
conditions. The need for advanced processing techniques to en-
sure durable bimetallic catalysts will assist that effort. The devel-
opment of durable, low-temperature, light-off catalysts for natural
gas combustion may allow engine manufacturers to focus on sim-
pler more reliable catalytic combustor designs than currently be-
ing developed for the ATS engines.

High Temperature Combustion Catalysts and Durability.
Supported Pd-based catalysts, which work well as low tempera-
ture catalysts, have high temperature durability limits due to
surface sintering~sintering means loss of surface active area!,
change in surface chemical composition~e.g., formation of alumi-
nates!, or catalyst volatilization@11#. The sintering process,
which is accelerated by temperature excursions above 1000°C
and by water produced from combustion reactions, may involve
recrystallization/agglomeration of the supported precious metals
and/or their support~i.e., washcoat restructuring such as the
g-Al2O3 to a-Al2O3 transition!. To this end, washcoat stabilizers
have been developed with rare-earth metals, which reduce the loss
of washcoat surface area and thus exposed catalyst@14#. Re-
searchers have looked at the effectiveness of more sintering resis-
tant materials such as stabilized zirconia@15# and low surface area
a-Al2O3 @16# to provide durable catalyst performance at higher
temperatures.
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Catalyst volatilization at high temperatures is correlated with
the vapor pressure of the metal and/or its oxide. Catalyst volatil-
ization and particle ‘‘restructuring’’ at high temperatures involve
complex kinetic problems that are not well understood and thus
difficult to control. Although Pd is thought to be least susceptible
to catalyst volatilization of the precious metals, it is generally
accepted Pd can only provide adequate resistance to temperatures
of 10506100°C for long-term gas turbine applications. These
temperatures are far below firing temperatures for advanced gas
turbines, e.g., 1450°C, and thus catalytic combustor designs with
conventional precious metal catalysts must leave some fuel
conversion for the downstream homogeneous burnout zone. Ac-
cordingly, there is a search for catalysts that will survive higher
temperature. Many researchers, principally in Japan and Europe,
have investigated the use of non-precious metal, high-temperature
catalysts, such as substituted hexaluminates. Recent advances in
substituted-hexaluminate catalysts@17# suggest that catalytic
reactor exit temperatures as high as 1200°C may be achievable,
but these catalysts are still prone to deactivation from high tem-
perature excursions that may be caused by poor upstream fuel/air
distribution.

Thus far, catalytic combustion systems for ATS engines have
not employed these alternative high temperature catalysts but have
rather used precious metal catalysts, limited catalyst temperatures,
and the hybrid combustor concept with the downstream homoge-
neous combustion. The absence of high temperature non-precious-
metal catalysts in ATS catalytic combustor designs may be moti-
vated in part by the desire for low combustor pressure drop.
However, a large factor for not using these alternative catalysts
concerns long-term durability of the catalytic reactor. Until high
temperature catalysts can demonstrate durability for several 1000
h with typical fluctuations in fuel/air ratios from premixers, engine
manufacturers will restrain from their use. Research aimed at high
temperature catalyst development must clearly address sintering
and volatilization of active components in the high temperature
steam-laden flows experienced in catalytic combustors. Potential
advantages of reduced NOx emission from converting more of the
fuel through the catalyst@18# should provide the motivation for
continued materials development for high temperature combustion
catalysts.

Catalytic Reactor Design and Operating Conditions. Con-
sideration of reactor design and performance at actual engine
conditions has been the focus of many scientists and engineers
working on catalytic combustion issues for ATS gas turbine en-
gines. The U.S. patent literature has many proposed reactor de-
signs for addressing problems associated with catalyst overheat-
ing. Approaches include diffusion barrier coatings, selective
coatings to reduce mass transfer-limited catalyst temperatures
@6,19#, and short segmented monoliths to increase mass transfer
rates@20#. A brief discussion is presented here on how operating
conditions and scenarios impact the study of catalytic combustors
and their design.

Catalytic combustors face system integration issues such as un-
even air flow and fuel/air ratios from the upstream premixer@1#. A
large effort in the ATS program has gone into the development of
improved premixers both for dry-low NOx as well as catalytic
combustors@21#. Catalytic combustor designs must include care-
ful specifications of the limits in variation of fuel/air ratios and
reactor velocities entering the catalytic monoliths. This is critical
to avoid high temperature runaway or loss of long-term catalyst
durability. Unlike heterogeneous reactors utilized in the chemical
process industry, gas turbine catalytic combustors operate at high
throughput velocities with relatively low pressure drop and low
residence times. The high velocity throughputs reduce the risk of
gas phase pre-ignition upstream and within the catalyst bed, which
is exacerbated by higher pressures and temperatures@22#. The
high velocities, however, also reduce the catalysts’ ability to light-
off at low temperatures and achieve adequate conversion. Thus,

gas turbine combustion catalysts must have high activities to
make up for the relatively low reactant residence times inside the
catalyst bed.

For the high-pressure ratio ATS engines, pressures in the cata-
lytic monoliths may lead to a transition to turbulent flow inside
the catalytic reactor channels. Transition to turbulent flow may
increase the risk of flashback inside the catalyst due to the in-
crease in flame speeds caused by the turbulence. On the other
hand, the increased mass transfer to the surface may serve to blunt
autocatalytic reactions by radical recombination on the washcoat.
The ways in which the high velocities impact catalytic combustor
performance may be addressed to a large extent by improved
computational models that combine fluid dynamics with gas phase
chemistry and surface reactions. Such models are discussed in the
next section.

The higher pressures of the ATS gas turbine cycles may also
influence the heterogeneous chemistry on the catalyst surface
since the higher pressures may result in increased oxygen cover-
age on the catalyst and changes in the active mechanism on
palladium-based catalysts for methane oxidation. While low-
pressure studies have indicated that CH4 oxidation on Pd catalysts
is first order in CH4 concentration and zeroth order in O2 concen-
tration @23#, simple Langmuir-Hinshelwood kinetics raises the
question of whether the first-order dependence on CH4 will fall
off as the pressure increases to 30 atmospheres. High pressure
tests have indicated that conversion does fall off with aP20.1 to
P20.2 dependence suggesting that the conversion is controlled by
mass transfer or chemical kinetics which increases byP0.8– 0.9

@23#. It should be noted that this power dependence may not be
operative over the entire pressure range and that light-off tests
over these pressure ranges indicate an increase in light-off tem-
perature as pressure increases. To improve our understanding of
the applicability of simple scaling laws, improved computational
models may play a significant role as discussed in the final section
of the paper.

Potential for Modeling to Impact the Design Process. The
expense and risk of testing catalytic combustion systems at actual
engine conditions, and even more so in actual gas turbines, en-
courages the development of reliable and validated computational
models for providing performance expectations and risk assess-
ments of a given catalytic combustor design. Although several
models have been presented in the literature as reviewed in pre-
vious references@24,25#, these models for the most part are not
well suited for simulating critical interactions between the catalyst
and the channel flows which dictate overall trends in catalyst/
combustor performance.

As implied in the previous section, changes in flow character-
istics particularly at high pressure inside the catalytic reactor
channels can greatly impact reactor performance. The inability of
previous models to simulate properly the velocity profiles inside
catalytic channels and the effects of complex surface chemistry
suggests that these models have limited value in extrapolating
catalytic reactor performance from controlled low-pressure ex-
periments to the high-pressure conditions experienced in the en-
gine. Thus, a challenge particularly for catalytic combustion re-
search is to build computational models of catalytic channel flows
which will adequately capture the coupling between heat release
from the catalytic surface and the gas-phase velocity field~and
gas-phase transport!. Examples of such emerging models include
Deutschmann et al.@26# and Bond et al.@27#, but these models
have focused primarily on platinum chemistry. The more pertinent
~and more difficult! chemistry models for methane oxidation on
palladium catalysts are still under development. Improved compu-
tational flow models, that may incorporate large eddy simulation
models for capturing transition to turbulence in catalytic channels,
may provide better prediction of conversion trends and assessment
of the risk of preignition and fuel/air unmixedness for proposed
catalytic reactor/combustor designs.

Another place where advanced modeling may significantly im-

Journal of Engineering for Gas Turbines and Power APRIL 2000, Vol. 122 Õ 299

Downloaded 02 Jun 2010 to 171.66.16.119. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



prove the combustor design process involves predicting transient
reactor performance, such as during light-off or oscillatory behav-
ior in Pd-based catalyst systems. Such phenomena are generally
driven by complex changes in surface chemistry and thus will
only be understood as improved surface chemistry models are
developed and incorporated into appropriate catalytic combustor
models. Since low temperature activity is extremely important in
determining the operability of a catalytic combustion system, de-
veloping validated transient models will improve our understand-
ing of the driving mechanisms in catalytic combustor light-off and
thus hopefully of critical design parameters for improving low
temperature catalytic reactor light-off. Improved surface chemis-
try models particularly of Pd/PdO systems may also increase de-
signer’s capability to predict unwanted combustor oscillations as
well as steady-state performance. Development of these models
will require close collaboration between experimentalists, who
have helped to build the large database on Pd-based catalyst be-
havior, and computational model builders. The cost benefits of
using computer models to assess the feasibility of a catalytic com-
bustor design for a high pressure engine should motivate a col-
laborative effort to build better surface chemistry models for criti-
cal catalyst compositions as well as improved flow models for
catalytic monoliths in high temperature combustor applications.

5 Conclusion
Although significant engineering and R&D challenges remain

to successfully integrate and operate catalytic combustion systems
in advanced gas turbines, the ATS engine manufacturers are ac-
tively pursuing the technology and its long-term demonstration in
full-scale engine tests. Results to date have been very encourag-
ing, and once optimized, catalytic combustion has the potential to
provide a cleaner alternative to lean-premixed combustion sys-
tems for advanced turbine engines. Further research in low tem-
perature catalysts, high temperature materials, and advanced cata-
lytic reactor models can play a critical role in pushing the
development further so that catalytic combustors will be available
for advanced power generation systems.
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Performance of a Reduced NOx
Diffusion Flame Combustor
for the MS5002 Gas Turbine
This paper describes a reduced NOx diffusion flame combustor that has been developed
for the MS5002 gas turbine. Laboratory tests have shown that when firing with natural
gas, without water or steam injection, NOx emissions from the new combustor are about
40 percent lower than NOx emissions from the standard MS5002 combustor. CO emis-
sions are virtually unchanged at base load, but increase at part load conditions. The
laboratory results were confirmed in 1997 by a commercial demonstration test at a
British Petroleum site in Prudhoe Bay, Alaska. The standard MS5002 gas turbine is
equipped with a conventional, swirl stabilized diffusion flame combustion system. The
twelve standard combustors in an MS5002 turbine are cylindrical cans, approximately
27 cm (10.5 in.) in diameter and 112 cm (44 in.) long. A small, annular, vortex generator
surrounds the single fuel nozzle that is centered at the inlet to each can. The walls of the
cans are louvered for cooling, and contain an array of mixing and dilution holes that
provide the air needed to complete combustion and dilute the burned gas to the desired
turbine inlet temperature. The new, reduced NOx emissions combustor (referred to as a
‘‘lean head end,’’ or LHE, combustor) retains all of the key features of the conventional
combustor; the only significant difference is the arrangement of the mixing and dilution
holes in the cylindrical combustor can. By optimizing the number, diameter, and location
of these holes, NOx emissions were substantially reduced. The materials of construction,
fuel nozzle, and total combustor air flow were unchanged. The differences in NOx emis-
sions between the standard and LHE combustors, as well as the variations in NOx emis-
sions with firing temperature, were well correlated using turbulent flame length argu-
ments. Details of this correlation are also presented.@S0742-4795~00!01602-1#

Introduction

The simple cycle MS5002 gas turbine is a mechanical drive
model which is widely used in pumping applications. The
MS5002 turbine has two shafts~a high pressure turbine powers
the air compressor and a low pressure turbine drives the desired
load!, a pressure ratio of about 8.5:1, a compressor discharge tem-
perature of about 290°C~555°F!, and a net power output of about
28 MW. NOx emissions from an unabated, natural gas fired
MS5002B turbine equipped with standard combustors are about
100 ppmv~on a dry, 15 percent O2 basis! at base load and ISO
conditions. The base load combustor exit temperature for an
MS5002B is 953°C~1747°F! at ISO conditions. The MS5002C
turbine is an uprated version of the MS5002B unit with a 39°C
~70°F! increase in firing temperature.

Increasingly stringent environmental regulations continue to
drive emissions reductions from almost all combustion turbines.
Dry low NOx ~DLN! combustion systems~that is, systems that do
not require water or steam injection! remain one of the most popu-
lar methods of reducing emissions, because of the demonstrated
potential for high reliability, minimal impact on turbine perfor-
mance, and extremely low emissions. These systems routinely
achieve emissions of 25 ppmv NOx ~on a dry, 15 percent O2 basis!
or less, usually through lean premixing of the fuel and air to
eliminate high temperature, stoichiometric combustion zones. One

drawback is that lean premixed combustion systems are often
more complex and, therefore, more costly than the older style,
diffusion flame combustors they replace.

Although DLN combustors are generally preferred for new
units, there are applications in which the low emissions~and high
cost! of lean premixed combustion systems are not essential. For
example, when modifying an existing turbine to increase turbine
power output and/or efficiency~often by increasing the pressure
ratio and/or turbine inlet temperature!, frequently the only require-
ment is that emissions do not increase after the modifications.
Increasing the pressure ratio and/or turbine inlet temperature will
tend to increase NOx emissions, but since the available modifica-
tions to existing units are often relatively minor, the resulting
increases in emissions are typically small~10–15 percent!. In
these situations, there exists a need for low cost combustion sys-
tem modifications with relatively modest emissions reductions.

To fill this need, GE has been developing lead head end~LHE!
combustors. Although somewhat similar in appearance to the
standard combustors they replace, NOx emissions from LHE com-
bustors are about 40 percent lower. Nevertheless, combustion oc-
curs in a swirl-stabilized turbulent diffusion flame in both com-
bustors.

The essence of the LHE concept is best understood by compar-
ing the standard and LHE MS5002 combustors. The MS5002 tur-
bine is equipped with twelve cylindrical can-type combustors~see
Fig. 1!. Each standard~and LHE! combustor is approximately 27
cm ~10.5 in.! in diameter and 112 cm~44 in.! long. A small,
annular, vortex generator surrounds the single fuel nozzle that is
centered at the inlet to each can. The walls of the cans are lou-
vered for cooling, and contain an array of mixing and dilution
holes that provide the air needed to complete combustion and
dilute the burned gas to the desired combustor exit temperature.

The MS5002 LHE combustor retains all of the key features of
the conventional combustor; the only significant difference is the

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Indianapolis, IN, June
7–10, 1999; ASME Paper 99-GT-58. Manuscript received by IGTI March 9, 1999;
final revision received by the ASME Headquarters January 3, 2000. Associate Tech-
nical Editor: D. Wisler.

Journal of Engineering for Gas Turbines and Power APRIL 2000, Vol. 122 Õ 301
Copyright © 2000 by ASME

Downloaded 02 Jun 2010 to 171.66.16.119. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



arrangement of the mixing and dilution holes in the cylindrical
combustor can. The number and diameter of the mixing holes
have been increased; both the mixing holes and the dilution holes
have been moved closer to the fuel nozzle, resulting in a more
fully aerated diffusion flame. This reduces both the turbulent
flame length and the time in the flame spent at stoichiometric
conditions, thereby reducing NOx emissions. For a given firing
temperature, the total combustor air flow and the overall fuel/air
ratio in the combustor are unchanged.

Development of an LHE combustor for the MS5002 turbine
began in early 1997. After a series of laboratory tests at GE Cor-
porate Research and Development, a turbine test was successfully
conducted in September 1997 at a British Petroleum site in Prud-
hoe Bay, Alaska. To minimize unit-to-unit variation, the same
turbine was tested with both standard combustors and LHE com-
bustors. LHE combustors are now being developed for the simple
cycle MS3002 turbine series.

Laboratory Testing and Results
The laboratory test stand used for development of the MS5002

LHE combustor is shown in Fig. 2 and has been described previ-
ously @1#. The combustor liner is housed in a 40.5 cm~16 in.!
diameter pressure vessel, which is supplied with up to 7.3 kg/s
(16 lbm /s) of preheated, non-vitiated, oil-free air. Air enters the
vessel through 24 holes uniformly distributed around the circum-
ference of an air distribution plenum. The air flows over a simu-
lated transition piece and continues upstream, towards the com-
bustor liner and fuel nozzle, mimicking the reverse-flow
configuration of the MS5002 turbine. The vessel pressure is set by
an orifice plate which has an effective area approximately equal to
one-twelfth~since there are 12 combustors! of the total first stage
nozzle area in an MS5002 turbine. The backpressure orifice is
cooled by a water spray injected into the exhaust gas just up-

stream of the orifice. Exhaust gas is sampled with an uncooled
stainless steel probe located upstream of the water spray and ana-
lyzed for CO, CO2, O2, and NOx with continuous emissions ana-
lyzers. The gas sample probe extends across a diameter of the
duct, and has inlet holes equally spaced along its entire length.
Using this arrangement, the sampled gas represents an integrated
average across the duct.

Results from laboratory tests of the standard and LHE MS5002
combustors are shown in Figs. 3 and 4. Each combustor was
tested at two different total air flow rates and pressures, because
the total air flow through an MS5002 combustor~about 9.5 kg/s,
or 21 lbm /s at base load! exceeds the capacity of the laboratory air
compressors. The variations in air flow between the lab tests of
the standard and lean head end combustors are due to day-to-day
variations in the settings of the laboratory air compressors. Since
lab emissions must be scaled to full pressure regardless of the air

Fig. 1 Standard MS5002 combustor liner „left … and gas fuel
nozzle „right …

Fig. 2 The laboratory MS5002 combustor test stand

Fig. 3 Laboratory measurements of NO x emissions from stan-
dard and LHE combustors at reduced total flows. Combustion
air temperature Ä294Á3°C for all points. Combustor exit tem-
perature for the MS5002B turbine is 953°C at base load ISO
conditions.
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flow, no attempt was made to exactly duplicate the air flow from
day to day. In general, we find laboratory NOx emissions are
proportional toPn, whereP is the absolute pressure and 0.3,n
,0.5. Through testing at two different air flow rates and pres-
sures, we can determine the pressure exponentn for each combus-
tor, and scale lab NOx emissions to full flow and pressure. This
result in not surprising; Lefebvre@2# recently summarized several
studies in which NOx from diffusion flame combustors was found
to be proportional toPn. Laboratory CO emissions are generally
found to be insensitive to total flow rate and pressure, and do not
require scaling.

Figure 3 shows that NOx emissions decrease as the fuel flow
and combustor exit temperature decrease. This is typical behavior
for diffusion flame gas turbine combustors. At the base load com-
bustor exit temperature for an MS5002B turbine~953°C or
1747°F at ISO conditions! and at similar pressures, lab NOx emis-
sions decreased from about 94 ppmv~dry, 15 percent O2! for the
standard combustor to about 58 ppmv~dry, 15 percent O2! for the
LHE combustor, a decrease of 38 percent. The percent reduction
in NOx emissions was even larger at part load conditions. A re-
gression analysis of the data in Fig. 3 showed that NOx emissions
from the standard combustor were proportional toP0.36, while
NOx emissions from the LHE combustor were proportional to
P0.40.

CO emissions from laboratory tests of the standard and LHE
combustors are shown in Fig. 4. As expected, CO increases as the
fuel flow and combustor exit temperature decrease. LHE CO
emissions were substantially higher than CO emissions from the
standard combustor at part load conditions, but were similar at
base load MS5002C conditions. Figure 4 also shows that labora-
tory CO emissions are insensitive to the total air flow rate and
pressure.

Field Testing and Results
The first field test of a simple cycle, natural gas fired MS5002

turbine equipped with LHE combustors was conducted during
September, 1997, at a British Petroleum site in Prudhoe Bay,
Alaska. An MS5002B turbine equipped with standard combustors
was tested just before a scheduled outage. LHE combustors were
installed during the outage, and the same unit was tested again just
after being restarted. During both tests, data points were collected

at both base load and part load conditions. The lower load limit
was determined by the operating limits of the load compressor
being driven by the MS5002B turbine, not by the turbine itself.
Turbine operating parameters such as compressor inlet tempera-
ture, compressor discharge temperature, fuel flow rate, etc., were
collected from the turbine data logging system. After the tests
were completed, these parameters and the measured natural gas
composition at the site~see Table 1! were used to calculate the
combustor exit temperature for each field test point.

As might be expected from the lean head end design, the fuel
flow rate required for ignition increased by approximately 5 per-
cent after the LHE combustors were installed. No problems with
lean blow out, crossfiring, or stability were detected during startup
or acceleration. Part load and base load operations were also un-
eventful.

A gas sample probe was inserted into an existing flanged port
on the turbine exhaust stack and positioned along a stack diam-
eter. The sample probe had 3 mm~1/8 in.! diameter inlet holes,
spaced approximately 30 cm~12 in.! apart, along its entire length.
In this manner the gas sample approximated an integrated average
across the exhaust stack. The sample gas was dried and sent to a
portable gas analyzer~an Environmental Equipment, Inc. IMR
2800-P! which measured concentrations of CO, O2, NO, and
NO2. Results from the field tests are shown in Figures 5, 6, and 7.

As expected from the laboratory tests, base load NOx emissions
from the LHE combustor were about 36 percent lower than NOx
emissions from the standard combustor, with the percent reduc-
tion increasing at part load conditions~see Fig. 5!. The dashed
lines in Fig. 5 represent the NOx emissions expected in the field,
based upon the laboratory data from the standard and LHE com-
bustors. Reduced pressure lab NOx emissions were first scaled to
full field pressures using thePn pressure dependence determined
in the lab tests. Additional corrections were then applied to ac-
count for the differences in combustion air temperature and fuel
composition between the lab and the field.

To apply these corrections, the stoichiometric flame tempera-
ture was calculated for each lab and field test point. Flame tem-
peratures were calculated usingCET89, the NASA chemical equi-
librium code @3#. Stoichiometric flame temperatures were
calculated because in an diffusion flame, most of the NOx can be
assumed to have formed through the thermal NOx reaction path-
way at the stoichiometric fuel/air interface. If this assumption is
correct, the rate of NOx formation should follow an Arrhenius-
type rate expression of the form:

Fig. 4 Laboratory measurements of CO emissions from stan-
dard and LHE combustors at the same conditions as shown in
Fig. 3

Table 1 Field and laboratory natural gas compositions
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d

dt
@NOx# } expH 2Eact

RTstoic
J , (1)

where

d/dt@NOx# 5 NOx formation rate@moles/~unit volume! ~time!#
Eact 5 activation energy for thermal NOx formation

@energy/mole#,
R 5 ideal gas constant@energy/~mole! ~K!#, and

Tstoic 5 stoichiometric flame temperature@K#.

Assuming the residence time in the flame zone is the same in
both the lab and the field, Eq. 1 can be used to derive an expres-

sion relating the difference in NOx emissions between the lab and
the field to the difference in stoichiometric flame temperature:

NOx,field

NOx, lab
5

exp$2Eact/RTstoic,field%

exp$2Eact/RTstoic,lab%
. (2)

Rearranging~2! gives

NOx,field5NOx, lab expH 2Eact

R FTstoic,lab2Tstoic,field

Tstoic,lab3Tstoic,field
G J . (3)

Equation 3 was used to project field test NOx emissions from the
laboratory measurements~the dashed lines in Fig. 5!. Eact was
taken to be 76 kcal/mole based on Hanson and Salimian’s 1984
review @4#.

At the same combustor exit temperature, stoichiometric flame
temperatures during the field test were 25–35°C~45–60°F! lower
than stoichiometric flame temperatures in the lab. The difference
was due in part to the lower compressor discharge temperature in
the field~due to the low ambient temperature!, and in part due to
the lower heating value of the field test natural gas~see Table 1!.
Figure 5 shows that after applying corrections for pressure and
stoichiometric flame temperature, the overall agreement between
the lab and field NOx measurements is fairly good.

Figure 6 shows that most of the emitted NOx was in the form of
NO at base load, with the fractional contribution of NO2 increas-
ing at part load conditions. This result was not surprising, since
CO emissions also increase at part load. Recent studies~e.g.,@5#!
have indicated that if significant concentrations of CO are present,
NO can convert into NO2 relatively rapidly at typical turbine ex-
haust temperatures. CO emissions measured during the field test
are shown in Fig. 7. Comparing Figs. 4 and 7 shows that the
laboratory test stand slightly over-predicts field CO emissions.
This over-prediction may be caused by differences in the time-
temperature history of the burned gas downstream of the combus-
tor. In the lab, the burned gas is rapidly quenched in the gas
sample probe. There may be a greater opportunity for CO burnout
to occur during the initial stages of expansion in the turbine than
in the gas sample probe.

Discussion
The LHE MS5002 combustor liner design demonstrates the

trade-off between NOx emissions reductions and increases in CO

Fig. 5 NOx emissions from an MS5002B turbine equipped
with standard and LHE combustors. Compressor discharge
temperature Ä269Á9°C for all points. Symbols represent field
measurements, while dashed lines represent expected values,
based on laboratory measurements corrected to field fuel com-
position, pressure, and compressor discharge temperature.

Fig. 6 Ratio of NO 2 ÕNOx in the MS5002B field test exhaust gas
at the same conditions as shown in Fig. 5

Fig. 7 CO emissions from an MS5002B turbine equipped with
standard and LHE combustors at the same conditions as
shown in Figs. 5 and 6
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emissions. At a given firing temperature, the standard and LHE
combustors have the same overall fuel/air ratio, but different
fuel/air ratios in the primary zone~that is, the zone within the
combustor that is closest to the fuel nozzle!. Increasing primary
zone aeration decreases NOx emissions but also increases CO
emissions. Additional increases in primary zone aeration, beyond
the LHE design presented here, would begin to significantly in-
crease base load CO emissions. In this regard, the LHE MS5002
combustor represents a design optimized for the minimum pos-
sible NOx emissions with negligible increase in base load CO
emissions.

To aid in the development of LHE combustors for other tur-
bines, we have developed a semi-empirical model which relates
liner features to NOx emissions. This model can be used as a tool
for rapidly evaluating the impact of combustor liner design alter-
natives on NOx emissions. The starting point for the model is the
well known relationship~e.g.,@6#! between flame length (L f), fuel
flow rate (Wfuel), and primary air flow rate (Wprimary air) for a
confined, turbulent diffusion jet flame:

L f }
Wfuel

Wprimary air
. (4)

The key hypotheses in the model are:~1! most of the NOx is
formed at the stoichiometric fuel/air interface, and~2! residence
time in the stoichiometric flame zone is proportional to flame
length. If these hypotheses are correct, then we should be able to
infer a stoichiometric flame zone residence time~t! from the mea-
sured NOx emissions. Furthermore, this residence time should be
proportional to fuel flow rate and inversely proportional to the
primary air flow rate.

The first step in applying the model is to infert from the NOx
emissions measured in the lab. NOx formation rates in stoichio-
metric flame zones were estimated by calculating NOx emissions
from stoichiometric, perfectly stirred reactors~PSRs! at the same
pressure and inlet temperature. PSR calculations were performed
using the Chemkin II package of programs and subroutines@7,8#
and the set of;250 elementary chemical reactions recommended
by Michaud et al.@9#. The calculated relationship between PSR
residence time and NOx emissions for one set of lab conditions
~the solid squaresj in Figs. 3 and 4! is shown in Fig. 8. Using
this approach, a residence timet can be found that corresponds to
each data point shown in Fig. 3.

The second step in applying the model is to determine the pri-
mary air flow rate. Figure 9 shows the axial distribution of effec-
tive area, expressed as a percentage of the total effective area, for
both the standard and LHE combustors. Effective areas of distinct
liner features~louvers, mixing holes, etc.! were measured sepa-
rately in a flow stand at atmospheric pressure and temperature.
The cumulative effective area at each axial location was then de-
termined by a simple linear combination of the liner features and
open areas upstream of that location. The step increases in effec-
tive area shown in Fig. 9 correspond to mixing holes and dilution
holes. The gradual increases in effective area in other portions of
the curves correspond to regions of the liner with louvers, but
no holes. For reasons that will be shown below, the primary air
will be defined as the air that enters the liner within one combus-
tor diameter~27 cm or 10.5 in.! of the fuel nozzle. With this
definition, primary aeration increased from about 51 percent
for the standard combustor to about 69 percent for the LHE com-
bustor. Using this definition, and the known test conditions,
Wfuel /Wprimary air can be calculated for each data point shown in
Fig. 3.

Figure 10 shows the resulting linear correlation between resi-
dence timet andWfuel /Wprimary air for the standard and LHE com-
bustor laboratory test NOx data. The correlation is remarkably
good (R250.99) if primary air is defined as described above.
Figure 11 shows the value orR2 that would be calculated for a
range of definitions of the primary zone. The model is most nearly
linear, as predicted by the hypotheses outlined above, when the
primary zone is defined as the region of the combustor within one
combustor diameter~27 cm or 10.5 in.!, of the fuel nozzle.

One somewhat surprising observation from this model is that a
single definition of primary zone is suitable for both the standard
and LHE combustors. Since the same definition of the primary
zone is acceptable for both combustors, the proportionality con-
stant implied by Eq. 4 is about the same for both combustors.
Significant changes in the number, location, and diameter of the
holes in the liner, especially holes located in the primary zone,
might be expected to lead to different values of this proportional-
ity constant for each combustor. Figure 10 shows that this is not
the case, and the modeling approach outlined here is relatively
insensitive to these aerodynamic difference.

The value of this model is that by measuring NOx emissions
from a single liner design over a range of fuel flow rates, the
effect of varying the hole diameter and location~and, therefore,
the primary zone aeration! can also be evaluated. Other, more
radical liner modifications would probably not be well fit with this

Fig. 8 Calculated NO x emissions from a stoichiometric PSR
for the high air flow rate, standard combustor conditions
shown in Fig. 3 „PÄ5.0 bar, combustion air temperature
Ä294°C…

Fig. 9 Axial distribution of effective area in the standard and
LHE MS5002 combustor liners
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approach. Modifications that resulted in significant changes to the
aerothermal pattern, such as partially premixing the fuel and air,
or dramatically changing the swirl number, would fall into this
category.

The methodology for applying the model is fairly straight-
forward. Figures 8 and 10 can be used to estimate NOx emissions
from combustor liners with designs similar to the designs pre-
sented here, with primary aerations between 50 and 70 percent
and over a range of combustor exit temperatures. First, the cumu-
lative effective area at the 27 cm~10.5 in.! axial location must
be estimated for the proposed design.Wfuel /Wprimary air can then
be calculated. Figure 10 can then be used to estimate the resi-
dence time, and Fig. 8 indicates the expected NOx emissions. Of
course, if the pressure and/or inlet temperature are changed, then
Figure 8 must be recalculated at the new conditions. This model
is semi-empirical because the slope of the line in Figure 10
will also change if the pressure and/or inlet temperature change.
Radical changes to the aerothermal pattern are also likely to
change the slope of the line. Since the slope cannot be predicted
a priori, NOx emissions data will be required from at least one
liner design, either standard or LHE, to determine the slope of
the line.

Conclusions
A diffusion flame combustor has been developed with;40

percent lower NOx emissions than the standard combustor for the
natural gas fired, simple cycle MS5002 turbine. This new lean
head end~LHE! combustor design offers modest NOx reductions
with a negligible increase in base load CO emissions, and at a
substantially lower cost than lean premixed combustors. The LHE
combustor is intended primarily for the retrofit market, where
moderate NOx reductions are needed to offset NOx increases that
would otherwise occur when uprating an existing unit.

Reduced flow laboratory development tests are in reasonably
good agreement with the results from the first field test. The dif-

ferences in NOx emissions between the standard and LHE com-
bustors, as well as the variations in NOx emissions with firing
temperature, were well correlated with a semi-empirical model
that was developed using turbulent flame length arguments. This
model relates combustor liner features to NOx emissions and can
be used as a rapid design tool. GE is currently adapting the LHE
combustor concept to the MS3002 series of gas turbines.
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Fig. 10 Correlation between PSR residence time and
Wfuel ÕWprimary air when the primary air is defined as the air en-
tering the combustor through the first 27 cm of the combustor
liner. Data points correspond to the high air flow rate, standard
and LHE combustor laboratory NO x measurements shown in
Fig. 3. The straight line is a best fit through the data. With this
definition of primary air flow, R2Ä0.99.

Fig. 11 Model goodness-of-fit for various definitions of the
primary zone. The correlation between PSR residence time and
Wfuel ÕWprimary air is most nearly linear when the primary air is
defined as the air entering the combustor through the first È27
cm „10.5 in. … of the combustor liner. To generate this figure, the
data points in Fig. 10 were recalculated with the range of pri-
mary zone definitions shown here, and then refit to a straight
line.
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Channel Height Effect on Heat
Transfer and Friction in a Dimpled
Passage
The heat transfer enhancement in cooling passages with dimpled (concavity imprinted)
surface can be effective for use in heat exchangers and various hot section components
(nozzle, blade, combustor liner, etc.), as it provides comparable heat transfer coefficients
with considerably less pressure loss relative to protruding ribs. Heat transfer coefficients
and friction factors were experimentally investigated in rectangular channels which had
concavities (dimples) on one wall. The heat transfer coefficients were measured using a
transient thermochromic liquid crystal technique. Relative channel heights (H/d) of 0.37,
0.74, 1.11, and 1.49 were investigated in a Reynolds number range from 12,000 to
60,000. The heat transfer enhancement (NuHD) on the dimpled wall was approximately
constant at a value of 2.1 times that (Nusm) of a smooth channel over 0.37<H/d/
<1.49 in the thermally developed region. The heat transfer enhancement ratio
(NuHD /Nusm) was invariant with Reynolds number. The friction factors (f) in the
aerodynamically fully developed region were consistently measured to be around 0.0412
(only 1.6 to 2.0 times that of a smooth channel). The aerodynamic entry length was
comparable to that of a typical turbulent flow (xo /Dh520!, unlike the thermal entry
length on dimpled surface which was much shorter (xo /Dh,9.8). The thermal perfor-
mance ((NuHD /Nusm)/(f/fsm)1/3>1.75) of dimpled surface was superior to that (1.16
,(NuHD /Nusm)/(f/fsm)1/3,1.60) of continuous ribs, demonstrating that the heat transfer
enhancement with concavities can be achieved with a relatively low-pressure penalty.
Neither the heat transfer coefficient distribution nor the friction factor exhibited a detect-
able effect of the channel height within the studied relative height range (0.37<H/d
<1.49). @S0742-4795~00!02802-7#

Background

Advanced cooling techniques are essential for further improve-
ment of the gas turbine durability and efficiency. Sophisticated
cooling designs are commonly found throughout engine hot sec-
tions such as combustor liners, turbine vanes, and blades. The
type of heat transfer augmentor is selected by considering en-
hancement level, available pressure ratio, cost, and complexity.
Most heat transfer augmentations affect the boundary layer in
such a way as to make it thinner or partially break it, which often
result in a higher flow resistance. Excessive pressure loss can
result in a more complex air supply system and higher cost or its
application may be totally precluded. The surface heat transfer
enhancement using concavity~dimple! recently attracted interest
due to its relatively low pressure-loss characteristics. Surface
dimples are expected to promote turbulent mixing in the flow and
enhance the heat transfer, as they behave as a vortex generator.

The aerodynamic effect of dimples has been studied by a num-
ber of investigators to reduce the drag coefficient of a golf ball.
Bearman and Harvey@1# studied the balls with round dimples and
hexagonal dimples, and stated their advantages over a smooth
sphere. The same authors@2# conducted further investigations and
were able to identify a specific Reynolds number range where a
dimpled circular cylinder has a lower drag coefficient than a
smooth cylinder. Kimura and Tsutahara@3# conducted numerical
investigations for several types of circular arc cross sections. Gro-

mov et al.@4# carried out flow visualizations and reported a partial
recirculatory flow exists in the depression and some of the stream-
lines leave the depression.

Although the concept of using depression for heat transfer aug-
mentation dates back to the early 1970’s@5#, the heat transfer data
on dimpled surface are very limited and most of the previous
studies have been conducted in Russia. Kesarev and Kozlov@6#
conducted a convective heat transfer test with a single concavity.
Their study was limited to the concavity inside surface and re-
ported that the total heat flux was about a factor of 1.5 times that
of a plane circle of the same diameter at a freestream turbulence
level of 0.5 percent. This study therefore failed to address the heat
transfer enhancement outside of the concavity. Afanasyev et al.
@7# experimentally studied the friction and heat transfer in a
dimpled channel and reported a 30 to 40 percent heat transfer
enhancement without any appreciable effect on the hydrodynamic
loss. This investigation, however, was very localized at mid point
~outside of concavity! of a staggered dimpled plate. Terekhov
et al. @8# concentrated on the surface within a concavity and con-
cluded the existence of an optimum concavity depth. The potential
gas turbine applications of concavity designs were recently men-
tioned by Schukin et al.@9# and later by Chyu et al.@10#. Schukin
et al. @9# provided the limited data downstream of the single con-
cavity in a diffuser channel. Chyu et al.@10# measured a local heat
transfer distribution on a surface imprinted with a staggered array
of two different shapes of concavities. Chyu et al. also measured
pressure losses and concluded that the pressure losses were nearly
one-half of the protruding elements. The effect of channel height
on heat transfer and pressure losses, however, has not been ad-
dressed in the open literature and is experimentally investigated
herein for the thermally and aerodynamically fully developed
region.

Four different channel heights with a fixed concavity pattern on
one side were investigated. The local heat transfer coefficients
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were measured with a transient thermochromic liquid crystal im-
aging system. The equivalent friction factor was measured using
static taps and compared to that of a smooth channel.

Experimental Apparatus and Procedures
The local heat transfer coefficient was measured with a Ther-

mochromic Liquid Crystal~TLC! technique. The present TLC
technique, which is based on a transient heat transfer solution of
the semi-infinite medium suddenly exposed to a convective
boundary condition, has been previously used by a number of
different investigators@11–15#. The basic methodology of a tran-
sient technique was also demonstrated with use of melting paint
surface coatings@16–17#.

Figure 1 shows a schematic of the test apparatus. Compressed
air was filtered, dried, and monitored with a turbine flow meter.
The plenum was equipped with a flow deflector to avert the in-
coming jet from the supply line reaching the channel inlet. The
plenum is wedge-shaped in streamwise direction to avoid a sud-
den contraction at the inlet. The air is preheated to the desired
temperature and diverted away from the test section until it
reached steady state. A thermal transient is initiated by using a
pneumatic 3-way valve to suddenly route the heated airflow
through the test section. The pneumatic 3-way valve also triggered
a ‘‘time zero’’ light on the test section for the image processing
system. The image processing system, which included a Y-C cam-
era~Cohu 82100! and a Silicon Graphics workstation~R4000SC!,

digitally recorded the images of the surface pixels as they experi-
enced a color transition during the test. The composite signal was
decomposed into red, green, and blue components. The time of
color change to green at each point on the test surface was the
measured quantity. Green color was chosen for its signal strength
and sharpness. As the wall surface does not experience a pure step
change in air temperature, the actual air temperature rise is repre-
sented by a superposed set of elemental steps inTm and the fun-
damental solution is modified accordingly.

Ts2Ti5(
i 51

N

U~u2t i !DTm , (1)

where

U~u2t i !512expFh2a~u2t i !

k2 Ger f cFhAa~u2t i !

k G . (2)

In the present experiments, separate air temperature profile
measurements were conducted in a transient mode. From this air
temperature profile data and the five thermocouples located in the
spanwise direction at the upstream and one thermocouple down-
stream of two arrays of concavities~see Fig. 2! during the test, a
mixed mean air temperature (Tm) was obtained.

The entire test section was constructed from a 1.27 cm thick
transparent acrylic. The test surface was machined to have a stag-
gered array of concavities as shown in Fig. 2. The test surface had
a total of 15 rows of concavities. All the concavities had the same
imprint diameter, depth and were equally spaced. Heat transfer
coefficients were measured in the vicinity of thirteenth and four-
teenth rows of concavities to insure a fully developed thermal
boundary layer. Chyu et al.@10# took data at the downstream of
the third row and claimed a thermally fully developed flow. Four
different channel heights~2.5, 1.9, 1.3, and 0.6 cm! were tested
while its channel width and length were kept at 9.6 cm and 33.0
cm, respectively. Only one side of the channel was equipped with
concavities during the entire investigation. The test surface first
was coated with a TLC~Hallcrest, R35C1W! and then spray-
painted black~Hallcrest, BB-G1! to provide an optimum contrast-
ing visual background for the TLC color display. For the pressure
loss experiments, separate 127 cm long test sections were con-
structed and instrumented with static taps in 10.2 cm intervals.
The static taps, therefore, were placed on the channel side-wall,
not in particular locations relative to the dimple rows.

A diffuse-light source was mounted on the camera to eliminate
view-angle dependency of the TLC color transition as discussed
by Herrold and Wiegel@18#. Green color to temperature calibra-
tion was done on a copper coupon with TLC coating at the rep-Fig. 1 Schematic view of test apparatus

Fig. 2 Schematic view of dimpled side

308 Õ Vol. 122, APRIL 2000 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.119. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



resentative view angle at the beginning of each test. The experi-
mental uncertainty for the present measurement of the average
Nusselt number was within612 percent and was largest with the
narrowest gap experiments due to their relatively high heat trans-
fer coefficients~up to 964 w/m2-°K!. The heat transfer level~tran-
sient time! is directly related to the experimental uncertainty, as
described by Ho¨cker@19# who investigated the optimization of the
transient TLC technique on error estimation in detail. Considering
the air supply system stability and pressure transducer accuracy,
the uncertainty in friction factors was estimated to be within610
percent. Uncertainties were calculated using the single sample
methods of Kline and McClintock@20# and Moffat @21#.

Results and Discussion
Figure 3 shows a typical air temperature profile within the

channel gap at the middle of the twelfth and thirteenth rows of
concavities. As expected, the air temperature is skewed toward the
concavity side due to its high heat transfer rate. A typical Nusselt
number distribution, which was reduced based on a local mixed
mean temperature, is plotted in a projected view of the CCD cam-
era as shown in Fig. 4. In order to help the understanding of the
relative position, the concavities were overlaid on the same plot. It
is clear that most of the heat transfer enhancement occurs outside
of the concavities. The heat transfer enhancement is lowest on the
concavity wall facing the streamwise direction and highest in the
vicinity of the downstream rim~edge! of the concavity. The low-
est heat transfer region (NuHD,81), which appears square-
looking due to the camera resolution~pixels/area!, is limited to a
small area within the concavity. It is, therefore, supports Terekhov
et al. @8# that even the average heat transfer coefficient within the
concavity at d/d50.19 ~present design! is higher than that
~Nusm581, Dittus-Boelter correlation! of a smooth channel. The
relative heat transfer rate from a smooth wall can be accessed
from the surface area near the side wall. The heat transfer coeffi-
cient distribution exhibited a similar pattern throughout the stud-
ied H/d range (0.37<H/d,1.49) and Reynolds number range
(29000,ReHD,56000). This indicates that the heat transfer
mechanism does not change significantly over the studied channel
height range. In other words, the channel height needs to be fur-
ther reduced before the opposite wall significantly affects heat
transfer on the dimpled wall. Low heat transfer coefficients on the
concavity floor indicate the possibility of recirculating flow cov-
ering a significant portion of the concavity. Three distinct contour
fringes in the vicinity of the downstream edge as shown in Fig. 4

indicate the existence of secondary vortex streaks as discussed by
Gromov et al.@4#. The central one may correspond to a reattach-
ment point of the separated shear layer. Figures 5–8 show the
streamwise-averaged Nusselt numbers over 0,x,2Xs , plotted
in the spanwise direction. The asymmetrical profiles in the span-
wise direction, which became noticeably flat for a narrow channel
height, were caused by the inlet flow profile. Although the inlet
profile was not measured, it is expected to be somewhat asym-
metrical even with a flow deflector in the plenum. The overall
shape~parabolic! of streamwise-averaged Nusselt number distri-
bution is similar to that of a typical rectangular channel flow. The
lowest points of the streamwise-averaged Nusselt number distri-
bution are aligned with a row of concavities and are due to a low
heat transfer enhancement within the concavity. Despite seven
concavity centers presented in the spanwise direction, only five
distinct lowest points exist due to the effects of a lesser number of
concavity edges~one instead of two! near the side walls and the
side wall itself. The spanwise-averaged Nusselt numbers over
22.2Ys,y,2.2Ys , plotted in Figs. 9–12, show a lowest value at
a quarter distance (x/Xs50.25) within the concavity surface and a
peak value just before downstream edge. This was resulted from
the two high heat transfer locations on the concavity downstream

Fig. 3 Normalized air temperature profile

Fig. 4 Local Nusselt number „NuHD… distribution, HÕdÄ0.74,
ReHDÄ31216

Fig. 5 Streamwise-averaged Nusselt number distribution,
HÕdÄ1.49
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edge neighboring the central one. This consistent location of a
peak value indicates that the basic flow structure is independent of
the studied channel height and Reynolds number. As expected, the
first peak which spanwise-averaged over the location with three
concavities is consistently lower than the second peak which
spanwise-averaged over the location with four concavities as
shown in Figures 9–12. The present spanwise-averaged data
shows rather a blunt shape of periodic data distributions compared
to those of Chyu et al.@10#. This blunt periodic data distribution
may have resulted from a difference in the spanwise spacing (Ys)
of the concavities in relation to the streamwise spacing~present
Ys /Xs51.15 versusYs /Xs51.0 Chyu et al.@10#!. The heat trans-
fer distribution near the lowest value, which corresponds to the

concavity centers is directly related to the concavity depth
~presentd/d50.19 versus 0.29 Chyu et al.@10#!. The deeper con-
cavity shows a sharper gradient in the heat transfer coefficient.

The overall average Nusselt numbers, which have accounted
for the concavity area, are normalized to that of a smooth channel
and are plotted as a function of Reynolds numbers in Fig. 13. It is
clear from Fig. 13 that the normalized Nusselt number
(NuHD /Nusm) is not a function of Reynolds numbers at least in a
range of 0.37<H/d<1.49. The same data are plotted in Fig. 14 as
a function of the relative channel height (H/d) to show that all the
normalized Nusselt numbers are within 5 percent of their mean
value of 2.1. The normalized Nusselt number and, therefore, the
dominant heat transfer mechanism did not significantly change
over 0.37<H/d<1.49. Since the experimental uncertainty was 12

Fig. 6 Streamwise-averaged Nusselt number distribution,
HÕdÄ1.11

Fig. 7 Streamwise-averaged Nusselt number distribution,
HÕdÄ0.74

Fig. 8 Streamwise-averaged Nusselt number distribution,
HÕdÄ0.37

Fig. 9 Spanwise-averaged Nusselt number distribution, HÕd
Ä1.49
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percent, this also confirms that the data were obtained in a ther-
mally fully developed region and that the repeatability was better
than 5 percent. The thermal entry length, therefore, is shorter than
the thirteenth row which corresponds to 9.8 times the hydraulic
diameter for the largest studied channel height (H/d51.49). The
relative heat transfer enhancement (NuHD /Nusm) of 2.1 compared
to 2.25 of Chyu et al.@10# may have resulted from a geometric
difference in both the spanwise spacing (Ys) of the concavities in
relation to the streamwise spacing~Ys /Xs51.15 versusYs /Xs
51.0! and the concavity depth~d/d50.19 versus 0.29!, although
the difference is within the present experimental uncertainty~12
percent!.

Some experiments were conducted with a further channel
height decrease beyond the limit commonly considered as practi-
cal for the certain gas turbine cooling applications. The prelimi-

nary data indicated that a narrow channel height comparable to the
dimple-depth resulted in a substantial heat transfer increase.

Figure 15 shows a typical static pressure distribution along the
channel. The uneven distribution, especially more noticeable with
higher Reynolds numbers, was caused by the static tap placements
relative to the dimple rows as it consistently occurred at the same
locations regardless of the flow rates~Reynolds numbers!. More
detailed measurements of static pressure distribution are beyond
the present work scope. A least square fitted line was drawn
through the data points and corresponding Darcy friction factors
~f ! were calculated. The Darcy friction factors for the fully devel-
oped region, which consistently occurred at axo /Dh of about 19,
are plotted in Fig. 16. This demonstrates that the aerodynamic
entrance length is comparable to that of a turbulent smooth chan-
nel flow unlike the thermal entrance length. The friction factors
~f ! are relatively constant at about 0.0412 regardless of the Rey-
nolds number and channel height. The friction factors were nor-

Fig. 10 Spanwise-averaged Nusselt number distribution, HÕd
Ä1.11

Fig. 11 Spanwise-averaged Nusselt number distribution, HÕd
Ä0.74

Fig. 12 Spanwise-averaged Nusselt number distribution, HÕd
Ä0.37

Fig. 13 Heat transfer enhancement with different Reynolds
numbers
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malized to that~Moody Chart! of a smooth channel and plotted in
Fig. 17. The average relative friction factors (f / f sm) range from
1.6 to 2.0.

The present investigation resulted in a thermal performance
(NuHD /Nusm)/( f /( f sm)1/3) of 1.75, which is 38 percent higher
than a 90 deg continuous rib and 13 percent higher than 60 deg
continuous rib at a Reynolds number (ReHD) of 40,000. Kizuka
et al.@22# summarized the heat transfer studies on turbulence pro-
moter ribs from different investigators@23–26# and plotted the
Nusselt numbers and friction factors as a function of the Reynolds
number. The 90 deg and 60 deg continuous rib data for the present
comparisons were based on a P/e ratio of 10 and ane/Dh ratio of
0.04 to 0.1.

These findings are encouraging for the application of dimpled
surface to gas turbine components such as combustor liner, certain
airfoil areas, and turbine gas path structures.

Summary and Conclusions
The surface heat transfer augmentation with an array of con-

cavities in a rectangular channel was experimentally investigated
using a transient Thermochromic Liquid Crystal technique. Only
one side of the rectangular channel had concavities during the
study. The channel aspect ratio was varied, as well as Reynolds
number. Corresponding friction factors were also measured. The
heat transfer coefficients were measured in the thermally fully
developed region and the friction factors were measured in the
aerodynamically fully developed region. The principal conclu-
sions of the present study are summarized as follows:

• The heat transfer enhancement occurs mostly outside of the
concavities.

• The heat transfer enhancement is lowest on the upstream con-
cavity wall and highest in the vicinity of the downstream rim
~edge! of the concavity.

• The heat transfer coefficient distribution exhibited a similar
pattern throughout the studiedH/d range (0.37<H/d<1.49).

• The normalized Nusselt number (NuHD /Nusm) is not a func-
tion of Reynolds number.

• The normalized Nusselt number (NuHD /Nusm) is approxi-
mately constant at a value of 2.1 over 0.37<H/d<1.49.

• The aerodynamic entrance length of a concavity-designed
channel is comparable to that of a typical turbulent smooth chan-
nel flow.

• The friction factor is relatively independent of the Reynolds
number and channel height.

Fig. 14 Heat transfer enhancement with different channel
heights

Fig. 15 Static pressure distribution, HÕdÄ0.74

Fig. 16 Friction factors

Fig. 17 Normalized friction factors
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• The high thermal performance ((NuHD /Nusm)/( f / f sm)1/3

>1.75) of a dimpled channel makes its application attractive for
the cooled turbine components where the pressure losses of other
convective cooling techniques are unacceptable.

Nomenclature

d 5 concavity imprint diameter
Dh 5 hydraulic diameter

e 5 height of turbulence promoter rib
f 5 Darcy friction factor, 2DhDp/LrU2

f sm 5 Darcy friction factor of smooth channel~Moody
Chart!

h 5 heat transfer coefficient
H 5 channel height
K 5 thermal conductivity
L 5 length of the channel
P 5 pitch distance between turbulence promoter ribs

Dp 5 pressure drop
x 5 streamwise coordinate~see Fig. 2!

x0 5 streamwise distance from the inlet
y 5 spanwise coordinate~see Fig. 2!
T 5 temperature
U 5 mean velocity in the smooth channel
W 5 width of channel
Xs 5 streamwise distance between concavities
Ys 5 spanwise distance between concavities

NuHD 5 local Nusselt number,hDh /k
NuHD 5 average Nusselt number,h̄Dh /k
Nusm 5 smooth-channel Nusselt number
ReHD 5 Reynolds number,rUDh /m

a 5 thermal diffusivity
d 5 concavity depth
m 5 dynamic viscosity
u 5 time
t 5 time step

Subscripts

a 5 air
i 5 initial

m 5 mixed mean
p 5 plenum
s 5 surface
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Internal Bearing Chamber Wall
Heat Transfer as a Function of
Operating Conditions and
Chamber Geometry
Increasing efficiencies of modern aero-engines are accompanied by rising turbine inlet
temperatures, pressure levels and rotational speeds. These operating conditions require a
detailed knowledge of two-phase flow phenomena in secondary air and lubrication oil
systems in order to predict correctly the heat transfer to the oil. It has been found in
earlier investigations that especially at high rotational speeds the heat transfer rate
within the bearing chambers is significantly increased with negative effects on the heat to
oil management. Furthermore, operating conditions are reached where oil coking and oil
fires are more likely to occur. Therefore, besides heat sources like bearing friction and
churning, the heat transfer along the housing wall has to be considered in order to meet
safety and reliability criteria. Based on our recent publications as well as new measure-
ments of local and mean heat transfer coefficients, which were obtained at our test facility
for engine relevant operating conditions, an equation for the internal bearing chamber
wall heat transfer is proposed. Nusselt numbers are expressed as a function of non-
dimensional parameter groups covering influences of chamber geometry, flow rates and
shaft speed.@S0742-4795~00!02202-X#

Introduction
Aero-engine rolling element bearings have to be lubricated by

oil and, as a consequence, measures must be taken to prevent oil
ingestion into the hot zones of the engines. Therefore, bearings are
incorporated in chamber geometries and the gap between the
chamber housing and the rotating shaft is sealed, e.g., by air-
pressurized labyrinths or brush seals. As reported in one of our
recent studies@1#, the flow field inside bearing chambers can be
characterized by a rotating wall film of oil interspersed with gas
bubbles, and by oil droplets in the turbulent rotating air flow,
which drives the film in the circumferential direction. It has been
noted that the flow pattern is highly affected by the shaft speed. At
low rotational speeds gravity forces cause a non-uniform oil film
distribution, whereas at high speed conditions the increasing in-
terfacial shear as well as the higher momentum of impinging oil
particles lead to a more homogeneously distributed flow field and
to droplet removal from the wall film. The latter contributes to
higher oil concentrations in the core flow.

For a calculation of lubrication oil flow rates, which should be
kept as small as possible in order to reduce parasitic losses due to
larger pumps, filters and coolers, a sufficient knowledge of all heat
transfer phenomena involved in bearing chamber flows is re-
quired. Additional heat sources are the bearing friction, the dissi-
pation due to churning and windage, and the heat transfer from the
bearing chamber walls to the oil which is bounded, to a substantial
degree, in the rotating wall film at the inner side of the housing
wall.

In order to overcome uncertainties in the design process, which
were stated, e.g., by Zimmermann et al.@2#, a bearing chamber
test facility has been developed at the Institut fu¨r Thermische
Strömungsmaschinen~ITS!, University of Karlsruhe. The unique

rig described first by Wittig et al.@3# allows detailed investiga-
tions of all relevant flow and heat transfer processes. Examples of
successful work on the challenging tasks described above were
presented by Glahn and Wittig@1#, who characterized the momen-
tum transfer in bearing chamber oil film flows, and Glahn et al.
@4#, who performed a study on the droplet flow in bearing cham-
bers. Chew@5# as well as Glahn and Wittig@6# presented analyti-
cal approaches for the characterization of oil films and associated
heat transfer phenomena. Both used the experimental data ac-
quired at the bearing chamber test rig at the University of
Karlsruhe for a comparison. They found some good qualitative
and quantitative agreement, but uncertainties remained and, there-
fore, more experimental heat transfer data for representative bear-
ing compartment operating conditions were still demanded.

A systematic investigation of internal bearing chamber wall
heat transfer phenomena covering effects of flow rates and rota-
tional speeds was performed by Glahn et al.@7#. However, their
discussion of local and mean heat transfer coefficients did not
include a sufficient variation of geometry parameters. As a con-
tinuation of the Glahn et al.@7# work, the present paper deals with
the impact of the bearing chamber geometry on the internal wall
heat transfer. By studying these effects, it was also possible to
derive a non-dimensional empirical correlation for the internal
wall heat transfer.

The outline of this paper is as follows. A brief description of
the experimental arrangement is presented, followed by a sample
discussion of local and mean heat transfer coefficients. Next, heat
transfer coefficients and operating conditions are reduced to Nus-
selt and Reynolds numbers, respectively, and individual depen-
dencies are shown. Finally, the empirical correlation for non-
dimensional heat transfer coefficients is introduced.

Experimental Setup and Measuring Technique

Bearing Chamber Rig. The test rig, shown in a co-axial sec-
tional view in Fig. 1, is already the second modification for
smaller heights of a setup that was introduced by Wittig et al.@3#.
At each side of the squeezefilm-damped roller bearing~1!, sepa-
rate chambers~III, IV ! are formed. The rotor~2! is supported by

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Indianapolis, IN, June
7–10, 1999; ASME Paper 99-GT-249. Manuscript received by IGTI March 9, 1999;
final revision received by the ASME Headquarters January 3, 2000. Associate Tech-
nical Editor: D. Wisler.
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use of a Radial Drive Shaft location ball bearing~3!, which was
taken from a production engine and tolerates axial loads and ro-
tational speeds that are high enough to compensate thrusts and
rotational loads occurring during rig operation. The chambers are
bounded by a thick-walled housing~4!, the roller bearing support
~5!, the rotor, a flange~6! realizing the sealing air supply of cham-
ber III and the support of the housing, and a cover~7! for chamber
IV. It can be readily concluded from Fig. 1 that the bearing cham-
ber geometries of our test rig were abstracted from the very com-
plex arrangements given by a real engine to a more or less rect-
angular shape.

Air and oil flows are arranged in the same way as in the real
engine. An under-race lubrication~8! supplies the roller bearing
with preheated oil. This system is capable of flow rates ofV̇F,t
<400 l/h. Typical oil temperatures were set toTF5423 K. To
prevent oil leakage, the chambers were sealed using three-fin
labyrinth seals~9~a,b!!. Both labyrinth seals were pressurized by
air, which was preheated to the same temperature level as the
lubrication oil. The airflow to each labyrinth can be controlled
independently and ranged between 5 g/s<ṁL<20 g/s. Air/oil
mixtures are discharged through the vent line~10! at the top of
each chamber, while the oil sump at the bottom is scavenged out
via the radial port by use of revolution controlled oil pumps.

The test rig has been optimized with respect to the heat transfer
analysis. As explained by Wittig et al.@3#, the water-cooled hous-
ing wall was adjusted and the thermocouples were artificially aged
and individually calibrated in order to minimize uncertainties of
the determination of the heat transfer coefficients. Therewith, the
relative error of all the h-numbers is less than 5 percent.

Whereas the Wittig et al.@3# arrangement was basically used as
a test vehicle for the development of measuring techniques its
successors were fully instrumented for flow and heat transfer mea-
surements using the equipment identified as suitable in the pre-
liminary study. The reader is referred for details to the second
generation bearing chamber test rig to Glahn et al.@7#. The addi-

tional experiments presented in this paper were acquired with an
almost identical arrangement. Differences between both configu-
rations are shown in Fig. 2. Configuration 1, which was used by
Glahn and Wittig@1,6# and by Glahn et al.@7#, consists of two
chambers~I, II ! of the same height,h, but different width,b.
Furthermore, Chamber I introduced a step change in the rotor
contour line. The disk face was shown to have a strong impact on
the local heat transfer inside Chamber I, because it acts as a rotary
atomizer and pumps oil radial outward. Droplets impinging at the
stationary wall opposite to the disk cause a strong increase of
local heat transfer coefficients. In contrast, Configuration 2 deals
with strongly rectangular cross-sectional bearing chamber shapes
and, in addition, both chambers have a different height. Dimen-
sions for the four chambers are summarized in Table 1. Note that
the hydraulic diameter was calculated from

Dh5
4•A

U
5

2•b•h

b1h
. (1)

The instrumentation survey included in Fig. 2 shows four dif-
ferent heat transfer instrumentation planes TE1-4 as well as cir-
cumferential locations where gas and oil film temperatures were
taken. TE1-4 were chosen for the heat transfer investigations
based on the observations made in flow visualization studies using
the preliminary arrangement. They exhibit distinct bearing cham-
ber heat transfer phenomena described in detail by Glahn et al.
@7#. By defining an averaged heat transfer coefficient based on
measurements at these locations, i.e., by covering all effects ex-
pected to occur along the internal housing wall, it is believed that
a representative aero-engine bearing chamber heat transfer coeffi-
cient is obtained. The next section gives a description of the mea-
suring techniques used and shows how average values were ob-
tained first for each measuring plane and then for each chamber.

Heat Transfer Measuring Technique. In the present study,
the heat flux and heat transfer coefficients have been measured

Fig. 1 High Speed Bearing Chamber Test Rig: „1… squeeze-film-damped roller bearing; „2… rotor; „3… ball
bearing; „4… housing; „5… roller bearing support; „6… flange; „7… chamber cover; „8… under-race lubrication;
„9„a,b…… three-fin labyrinth seals; and „10… vent
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utilizing the temperature gradient method. It is the same experi-
mental approach as chosen in our previous bearing chamber heat
transfer studies@7# and, therefore, this section gives only a brief
outline on the measuring principle rather than a detailed descrip-
tion. However, it should be pointed out that it is a stationary
technique, which is based on a two-dimensional finite element
calculation procedure@8#. Note that the assumption of a locally
two-dimensional temperature field, which was generated by a
water-cooling scheme, was verified earlier in our preliminary
investigation@3#.

The calculation of the temperature distribution was conducted
for planes, which were located at positions TE1-4. Figure 2~a, b!

shows samples of the cross-sections, which were discretized uti-
lizing TRIM6 elements. Local temperature measurements taken
with embedded thermocouples in these areas provided boundary
conditions for the solution of the thermal conductivity equation.
Temperature dependent material properties were considered in an
iterative manner. Following Fourier’s law, the local heat transfer
rate can be calculated readily from the temperature distribution
inside the wall.

Q̇W, j~z!52lAj~z!¹TuW, j~z!. (2)

This was done for each boundary element,j, of the underlying
computational grid, i.e., for the elements facing a bearing cham-
ber. By using Newton’s law, the corresponding heat transfer co-
efficient results from

hCH~z!5
Q̇W, j~z!

Aj~z!~TCH~z!2TW, j~z!!
. (3)

Flow temperatures were determined from local measurements in-
side the bearing chambers~5 mm apart from the internal wall
surface corresponding to the thermocouples for the gas tempera-
tures GT in Fig. 2! and interpolated in order to obtain the flow
temperature distribution,TCH(z), which was needed for the defi-
nition of local heat transfer coefficients.

The local data at each of the four heat transfer measurement
planes TE1-4 were used to calculate mean heat transfer coeffi-
cients for each plane:

h̄uTEi5
Q̇W

A~ T̄CH2T̄W!
U

TEi

, (4)

where the total heat transfer rate was calculated from

Q̇W5(
j

hCHAj~TCH2TW, j ! (5)

and

T̄W5
1

A (
j

AjTW, j (6)

T̄CH5
1

A (
j

AjTCH (7)

A5(
j

Aj (8)

were introduced as new wall and flow reference temperatures
which consider variations in each element’s size. Finally, the
mean heat transfer coefficient for the entire chamber was calcu-
lated as the arithmetic mean from theh-numbers at the four mea-
suring planes:

h̄CH5
1

4 (
TEi

h̄uTEi . (9)

Heat Transfer Coefficients
The analysis of heat transfer phenomena in bearing chambers is

based on engine relevant operating conditions characterized in
terms of sealing air mass flows, lubrication oil flows, and rota-
tional speeds. Since the impact of these operating parameters on
the local heat transfer was already discussed in detail by Glahn
et al. @7#, only sample results are given here. The main objective
of the present paper is the non-dimensional characterization of the
internal bearing chamber wall heat transfer. Individual relation-
ships between flow and rotational Reynolds numbers and Nusselt
numbers will be highlighted for different geometries and, finally,
a generalized heat transfer correlation will be introduced, which
covers for the first time operating conditions as well as character-
istic dimensions.

Fig. 2 Bearing Chamber Configurations and Heat Transfer In-
strumentation: „a… co-axial sectional view of chamber configu-
rations; „b… co-axial sectional view of present chamber configu-
ration; and „c… heat transfer instrumentation survey

Table 1 Dimensions of the different bearing chambers
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Local Heat Transfer in Bearing Chambers. Glahn et al.@7#
presented results for local heat transfer coefficients,h, and dis-
cussed relationships to specific features of the chamber geometry.
A sample is given in Fig. 3 for two speed conditions and lubrica-
tion flow rates to each chamber. The sealing airflow rate was kept
constant. Data are displayed for the heat transfer measuring plane
TE2 (w575 deg), whereas a coaxial sectional view of the bearing
chamber at the position ofw590 deg has been selected in order to
demonstrate significant locations of the setup, e.g., those of vent
and scavenge ports, respectively.

With respect to Chamber I, two regions with extreme values of
the local heat transfer distribution can be seen. Maximum heat
transfer coefficients are located at an axial position corresponding
to the sudden diameter reduction of the rotor and in the middle of
the chamber. The significant heat transfer augmentation is attrib-
uted to a pumping of fluid at the disk and to higher flow velocities
in the middle of the chamber superimposed by an acceleration of
fluid next to the vent. Note also that impingement of hot oil drop-
lets emanated from the bearing is likely to occur in these regions.
Although the range ofh-numbers in Chamber II corresponds to
those in Chamber I, the qualitative distribution shows different
trends. Obviously, differences in the chamber geometry—width,
sealing air supply at a different radial location, and the presence of
the support flange aside the roller bearing—have a decisive influ-
ence on local heat transfer coefficients. Summarizing the experi-
mental findings of Glahn et al.@7# the following can be stated:

• Local heat transfer coefficients along the internal bearing
chamber housing walls vary in the range of 2000 W/~m2 K!<h
<6000 W/~m2 K!.

• An increase of either sealing mass flow, lubrication oil flow,
or rotational speed will increase the heat transfer. Effects of seal-
ing air and speed were stronger than those of oil flow rates.

• The circumferential heat transfer distribution is strongly de-
pendent on the rotational speed. At moderate speed conditions of
9000 rpm, the deviation of heat transfer coefficients in circumfer-
ential direction was in the same order as the average heat transfer
coefficient. At high-speed conditions of 16,000 rpm this non-
uniformity was still about 20 percent of the average value.

• Local heat transfer coefficients in regions next to disk ar-

rangements vary significantly with the momentum flux ratio of the
flow pumped radial outward to the flow superimposed axially at
the rim of the disk.

Local heat transfer distributions for rig Configuration 2~Fig. 4!
reveal the same trends. As mentioned before, disk arrangements
were not part of the present bearing chamber configuration, but
dependencies from operating conditions were studied analogous
to our previous heat transfer investigations. As expressed in Fig.
4, the level of local heat transfer coefficients appears to be on the
lower end of the range given above. However, the qualitative
distributions show the familiar characteristic of high heat transfer
in the vent and scavenge plane, i.e., in the middle of the chamber,
and the increasing effects of all operating parameters. Note that in
Fig. 4 the level of heat transfer coefficients is higher for Chamber
IV, which is the chamber with the smallest height. Note also that
Chambers I and II, which showed even higher heat transfer coef-
ficients~Fig. 3!, have the largest chamber height of all geometries
tested. Obviously, an explanation of the geometry impact on the
heat transfer cannot be obtained from a discussion of dimensional
quantities and, therefore, the subsequent analysis is based on non-
dimensional parameters.

Non-Dimensional Mean Heat Transfer Coefficients as a
Function of Operating Parameters. As shown by relation
~10!, heat transfer coefficients, flow rates, rotational speeds and
fluid properties have to be combined with geometrical boundary

Fig. 3 Local Heat Transfer Coefficients Versus Chamber Ge-
ometry of Configuration 2 †7‡

Fig. 4 Local Heat Transfer Coefficient in Chamber III, IV Ver-
sus Operating Conditions: and „a… Impact of lubrication oil
flow; „b … Impact of sealing airflow; and „c … Impact of rotational
speed
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conditions in order to express the heat transfer at bearing chamber
walls as a function of non-dimensional quantities.

By introducing the hydraulic diameter defined in Eq.~1! as the
characteristic length, a definition for the Nusselt number has been
obtained from the mean heat transfer

h̄CH

ṁCH

V̇CH

nS

fluid properties
geometry

6 ⇒H Nu
ReU

ReL

ReF

(10)

coefficient calculated according to Eq.~9!:

NuDh5
h̄CH•Dh

l~ T̄CH!
. (11)

The rotational speed has been transferred into a circumferential
Reynolds number based on the shaft speed and the same charac-
teristic length:

ReU5
2•p•nS•r S•Dh

nF~ T̄CH!
. (12)

Based on these parameters, the heat transfer may be related to
the rotational speed in a manner that takes temperature dependent
fluid properties into account. The remaining operating conditions,
i.e., sealing air flow and lubrication oil flow, can be expressed in
terms of hydraulic Reynolds numbers

ReL5
c̄L•Dh

nL
5

4•ṁL

mL•U
(13)

and

ReF5
c̄F•Dh

nF
5

4•V̇F

nF•U
(14)

with ci as averaged velocities andDh and U as the hydraulic
diameter and the wetted circumference, respectively. However,
the definition of a cross-section for the flow inside a bearing
chamber is not trivial. Although we conclude from rig investiga-
tions as well as from numerical studies that the flow inside the
bearing chamber is dominated by rotation, the flow direction is a
priori unknown. Therefore, it has to be noted that in the absence
of any better knowledge, we only postulate the use of Eq.~1! for
the definition of the hydraulic diameter and use prime notations
for the flow Reynolds numbers given in Eqs.~15! and ~16!:

ReL85
4•ṁCH

mL~ T̄CH!•Dh

(15)

ReF85
4•V̇CH

nF~ T̄CH!•Dh

. (16)

In order to find relationships of the kind

NuDh5A i•Rei
mi,i 5L,F,U (17)

the impact of each operating parameter was investigated sepa-
rately by systematic variations of the individual quantity, while all
other conditions were held constant.

Sealing Mass Flow Versus Heat Transfer. Figure 5 summa-
rizes operating conditions characterized by a constant oil flow of
V̇F550 l/h and a constant rotational speed ofnS512,000 rpm in
order to show the influence of the sealing air mass flow on the
non-dimensional mean heat transfer. Nusselt numbers are plotted
as a function of non-dimensional air mass flows, ReL8 for the four
bearing chamber geometries~Fig. 2~a, b!!, which are character-
ized by hydraulic diameters~Table 1!. As it is expressed in the

same exponentmL50.48, cf. Eq.~17!, all chambers tested show
the same impact of the sealing airflow on the heat transfer. Note
that Nusselt numbers increase with increasing hydraulic diam-
eters. Thus, the correlation parameterAL is a function of the hy-
draulic diameter and the relationshipAL5 f (Dh) has to be identi-
fied. As shown in Fig. 6,AL5 f (Dh) is a polynomal function. It
can be approximated byAL5350•Dh

1.56 and, therefore, Eq.~17! is
equal to

NuDh5450•Dh
1.56ReL

0.48 (18)

for the sealing air flow.

Lubrication Oil Flow Versus Heat Transfer. Similar results
as observed for the sealing airflow were obtained for the analysis
of the impact of oil flow rates on the heat transfer. A plot of NuDH

as a function of ReF8 is shown in Fig. 7. Data is presented for a
constant air mass flowṁL510 g/s and a rotational speed ofnS
512,000. Again, the Nusselt numbers increase with the non-
dimensional flow rate and the hydraulic diameter. As it is ex-
pressed in a lower value for the exponent (mF50.32), the impact
of oil flow rates appears to be weaker, which is consistent with the

Fig. 5 Influences of the Non-Dimensional Sealing Air Flow on
Averaged Nusselt Numbers

Fig. 6 Geometry Impact on the Correlation Coefficients

Fig. 7 Influences of the Non-Dimensional Lubrication Flow
Rate on Averaged Nusselt Numbers
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observations reported before@7#. As for the sealing air flow, a
functional relationship according to Eq.~18! must be found to
account for the geometry impact. Analogous to the procedure
outlined above, the correlation coefficient is obtained asAF

53350•Dh
1.21 ~Fig. 6! and the correlation of the Nusselt number as

a function of lubrication oil flows to the chamber becomes

NuDh53350•Dh
1.21ReF

0.32. (19)

Rotational Speed Versus Heat Transfer. The investigation
of the impact of the third operating parameter, namely the rota-
tional speed,nS , on the mean heat already incorporates the
knowledge gained from the analysis of flow rate dependencies. In
order to broaden the database, Nusselt numbers obtained for dif-
ferent sealing and lubrication flows were reduced for the impact of
hydraulic diameters:

NuDh* 5NuDh /~Dh
2.77ReF8

0.32ReL8
0.48!. (20)

In Fig. 8, reduced Nusselt numbers, NuDh* , are plotted as a func-
tion of circumferential Reynolds numbers. As it is expressed by
the characteristic NuDh* ;ReU8

0.35, the heat transfer shows the ex-
pected increases with rotational speed. Note that the heat transfer
increases with decreasing hydraulic diameter. As it was done for
the other operating parameters~Fig. 6!, the relationship between
the correlation coefficient,AU , and the hydraulic diameter,Dh ,
was determined by assuming a logarithmic function. It is included
in Fig. 6 and was determined to

AU50.35•Dh
21.32. (21)

The heat transfer speed relationship reads then

NuDh* 50.35•Dh
21.32ReU

0.35. (22)

Generalized Empirical Formula for the Internal Bearing
Chamber Heat Transfer. From individual relationships be-
tween heat transfer and operating conditions, which were pro-
vided in the last paragraphs, a generalized heat transfer correlation
can be derived readily. Substituting Eq.~20! into Eq. ~22! and
rearranging for NuDh reads

NuDh50.35•Dh
1.46

•Re8L
0.48

•Re8F
0.32

•ReU
0.35. (23)

Equation~23! is shown in Fig. 9 and comparison is made with
experimental data that cover a sealing mass flow range of

5.3 g/s<ṁL<20.5 g/s,

lubrication oil flows of

24.4 l/h<V̇F<175.8 l/h,

and rotational speeds in the range of

4000 rpm<nS<16,000 rpm.

As it was pointed out before, measurements were taken for four
different geometries with hydraulic diameters defined by Eq.~1!
ranging from

0.012 m<Dh<0.034 m.

Most of the measured data fall into a scatter band of620 percent
of the line representing Eq.~23!.

Conclusions
The current paper describes heat transfer measurements inside

an experimental bearing chamber rig, designed for ‘‘not-end’’ rear
bearing chambers sealed by means of labyrinths. These measure-
ments extend the heat transfer database of our bearing chamber
studies and include for the first time variations of the most domi-
nant geometrical parameter, the chamber height. Therefore, it was
not only possible to study the impact of operating conditions such
as flow rates and rotational speed, but also the geometry impact on
the heat transfer along the internal bearing compartment wall. The
successful outcome of this investigation is reflected by the intro-
duction of a generalized correlation for the mean heat transfer
coefficient at the internal bearing chamber housing wall. It in-
cludes all relevant parameters, i.e., Nusselt number, hydraulic di-
ameter, flow Reynolds numbers and rotational Reynolds numbers,
and is expected to give a major contribution to the design process
of bearing compartments by reducing uncertainties in both the
mechanical integrity calculation and the heat to oil analysis.
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Nomenclature

A 5 correlation coefficient
A 5 area, m2

b 5 width, m
c 5 velocity, m/s

Dh 5 hydraulic diameter, m
h̄ 5 heat transfer coefficient, W/~m2

•K!
h 5 chamber height, m
m 5 correlation coefficient
ṁ 5 mass flow, kg/s

Nu 5 Nusselt number
nS 5 rotational speed, s21

Q 5 heat transfer rate, W
Re 5 Reynolds number

r,w,z 5 cylindrical coordinates, m,°,m
T 5 temperature, K

Fig. 8 Influences of the Circumferential Reynolds Numbers on
Averaged Nusselt Numbers

Fig. 9 Heat Transfer Correlated With Operating Conditions
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U 5 circumference, m
V̇ 5 volume flow, m3/s
l 5 thermal conductivity, W/~m•K!
m 5 dynamic viscosity, kg/~m•s!
n 5 kinematic viscosity, m2/s

Subscripts

CH 5 chamber
F 5 film, oil
j 5 element number

L 5 air
S 5 shaft
t 5 total

TEi ( i 51 – 4) 5 heat transfer measuring plane
U 5 circumference
W 5 wall

Superscripts

2 5 mean value
8 5 modified

mi 5 exponents
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Conceptual Basis for a New
Approach to Bladed-Disk Design
A central issue in gas turbine engine design today is the demand for higher performance,
greater reliability, shorter lead times, and lower cost. The design of bladed disks (fans,
compressors and turbines) is one area in which suitable design tools are sought to meet
this demand. In this paper is presented the conceptual basis for a new, energy-based
approach to design and an outline for future development of the approach as a software-
based design tool. Technical tasks and risks associated with this development are sum-
marized. It is hoped that this study will facilitate dialogue among practitioners of the
various disciplines involved in bladed-disk design.@S0742-4795~00!00302-1#

1 Introduction
A central issue in gas turbine engine design today is reducing

the cost of developing and deploying new products. Both com-
mercial and military customers of engine manufacturers demand
improved performance and greater reliability with shorter lead
times at lower cost.

Manufacturers have succeeded in reducing time to market by
improving the fidelity of analysis, integrating design and manu-
facturing, and initiating modern quality control. However, some
aspects of design have benefited only incrementally at best from
these initiatives. And incremental improvements, while desirable,
are insufficient to insure continued corporate competitiveness.

The design of bladed-disk assemblies~fans, compressors, and
turbines! is one area in which manufacturers are eager to realize
order-of-magnitude time savings. The basic obstacle to progress
in this area is a lack of adequate design tools. First, current design
methods incorporate knowledge-based rules~often contradictory!
which could possibly be relaxed or eliminated if the physical as-
pects of engine technology were better understood. Second, cur-
rent design methods require seemingly endless iterations among
functional design groups, particularly between aerodynamic and
structural groups.

A typical bladed disk, shown in Fig. 1, comprises on the order
of 100 blades attached to a disk, where each blade is typically a
single forging comprising an airfoil, platform, and attachment.
The disciplines involved in designing such an assembly include
gas dynamics, structural mechanics, and heat transfer, with a sub-
stantial expenditure of effort in the areas of materials, airfoil de-
sign, vibration, fatigue, and manufacturability. Final designs are
typically feasible rather than optimal and design procedures are
not fully integrated among functional groups.

Current research efforts to address these issues tend to focus on
specific problems within a discipline. For example, Zboinski and
Ostachowicz@1,2# model friction at the contact surface between
attachment and disk, an important issue not well understood.
Csaba and Andersson@3# optimize the design of friction dampers
used to reduce the vibratory blade response at resonance. Frisch-
bier et al.@4# optimize blade thickness to avoid resonance at fun-
damental engine orders. Natalini and Sciubba@5# optimize the
configuration of a cooled blade by minimizing entropy production
in the fluid flow. Goel et al.@6# develop an airfoil design proce-
dure for reducing aerodynamic design time. Kodiyalam et al.@7#
minimize disk volume subject to stress allowables, laying a foun-
dation for reducing structural design time. However, important as
such investigations are, they are unlikely~in our opinion! to sig-

nificantly reduce design-cycle time because they approach design
from a traditional, discipline-specific perspective. Such ap-
proaches do not systematically account for the strong coupling
among mechanical, aerodynamic, and thermal processes in mod-
ern engines.

Developing approaches for systematic, multidisciplinary design
requires a better understanding of the physical phenomena asso-
ciated with the dynamics of bladed disks. Several recent studies
recognize this need. For example, Srinivasan@8# gives an in-depth
study of blade vibration problems and concludes by emphasizing
that design goals cannot be met unless ‘‘a dialogue is promoted
and maintained among experts in analyses and testing in the fields
of structures, aerodynamics, materials, fatigue and fracture, statis-
tics, controls, and diagnostics.’’ In a similar spirit, Narayan et al.
@9# develop a blade shape optimization procedure integrating aero-
dynamic efficiency and heat transfer. Kao et al.@10# propose an
iterative procedure in which aerodynamic design is optimized sub-
ject to structural constraints followed by a structural optimization
subject to aerodynamic constraints. The sequence repeats until a
design converges. New design ideas such as these, however, have
not fully matured and integrated design tools have not been real-
ized.

In this paper is presented a conceptual basis for a new, system-
atic, unified approach to bladed-disk design and an outline for
future development of the approach as a software-based design
tool. Technical tasks and risks associated with this development
are summarized. The basic contribution of this paper is to present

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF ME-
CHANICAL ENGINEERS for publication in the ASME JOURNAL OF ENGINEERING
FORGAS TURBINES AND POWER. Manuscript received by the Gas Turbine Division,
October 19, 1998; final revision received by the ASME Headquarters October 25,
1999. Technical Editor: H. D. Nelson.

Fig. 1 Typical bladed disk from the turbine section of a gas
turbine engine „courtesy of Pratt & Whitney …
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the problem of bladed-disk design from a non-traditional perspec-
tive and to lay a conceptual foundation for true integration of
design among traditional functional groups.

2 Conceptual Basis for a New Approach
In this section are presented the core concepts underlying the

new approach to bladed-disk design. An energy-based perspective
of physical systems is described and the design of bladed disks is
posed as a numerical optimization problem. The relationship of
this approach to prior research and current industry practice is
discussed.

2.1 A Physical Systems Perspective.A tenet of modern
system dynamics is that the fundamental processes underlying
a physical system’s dynamic behavior are the storage, transmis-
sion, and transformation of energy among the components of a
system and between a system and its surroundings. Physical com-
ponents are thought of as energy manipulators which, based on
the manner in which they are interconnected, process energy in-
jected into the system in a characteristic manner which is ob-
served as the system’s dynamic response@11#. Analysis of a sys-
tem begins, therefore, by classifying the constitutive behavior of
system components, describing interconnections, and identifying
inputs and outputs, all according to the manner in which energy
is manipulated.

For the purpose of illustrating how this approach is applied to
the design of a bladed-disk assembly, consider a turbine rotor
assembly of a gas turbine engine. As illustrated in Fig. 2, a turbine
is a power-transformation system. A large fraction of the fluid
power, where the fluid is air and power is the product of pressure
and volumetric flow rate, is transformed by the action of the tur-
bine into shaft power, where power is the product of torque and
angular speed. The result of this energy-transfer process is that air
at the turbine outlet has a lower energy state than the air at the
turbine inlet and that the shaft power is sufficient to operate the
compressor, fan, and auxiliary machinery.

Power extracted from this energy-transfer process is both stored
in and dissipated by the bladed-disk assemblies. Energy storage
takes the forms of kinetic energy due to rotation, kinetic energy
due to vibration, potential energy due to strain, and internal en-
ergy associated with thermal capacitance. Energy dissipation
through cooling, as well as mechanical damping, is an entropy
production process where the product of entropy flow rate and
temperature is thermal power. Dissipation via noise can be de-
scribed in terms of acoustic power. Designing the bladed-disk
assemblies to reduce the total amount of energy stored and dissi-

pated via these mechanisms improves the efficiency of the tur-
bine’s essential function—the transmission and transformation of
power. This perspective of turbine operation constitutes a basic
framework for the systematic treatment of the entire physical
system.

2.2 Proposed Optimization Problem. It is proposed that
the design of a bladed-disk can be formulated as a numerical
optimization problem where, for a given part or assembly, the
objective function is a function of all energy stored in and dissi-
pated by the part. Constraints include limits on stress, deflection,
temperature, manufacturing dimensional limits, and so forth. The
solution of the optimization problem is the geometry or shape of
the part. In essence, the design problem is to determine a geom-
etry that minimizes the energy extracted from the energy flow
through the rotating assembly while satisfying limits imposed by
material properties, manufacturing, performance, and robustness.

The design problem can be stated in the form of a standard
optimization problem as follows. Given the loadsP acting on the
solid body of a bladed-disk, determine the setS of geometric
parameters that minimizes an energy-based objective function
subject to a set of equality and inequality constraintsC.

The form of the objective function is being investigated. A
possible formulation, neglecting dissipation, is total energyE,
given by

E5T1U1V, (1)

whereT is total kinetic energy due to rotation and vibration,U is
internal energy associated with thermal capacitance, andV is po-
tential energy due to strain. Load setP can be the result of an
approximate or detailed aerodynamic analysis. The setS can in-
clude such parameters as blade attachment geometry, rim width
and depth, web thickness and depth, and spacer diameter. The
constraint setC include limits imposed by material properties and
manufacturing, performance limits such as those described on a
frequency-speed diagram~Campbell diagram!, and heuristic limits
representing a manufacturer’s knowledge base. However, care
must be taken in posing such a knowledge base as a set of firm
constraints. Each heuristic rule must be interpreted in terms of the
physics of the bladed-disk so that such rules that prevent innova-
tive design can be identified and reformulated or eliminated.

The level of complexity of the design problem can be tailored
to suit the task—from the relative simplicity~!! of designing a
blade attachment to the seeming intractability of optimizing an
entire turbine section. These tasks, vastly different in scope, are
conceptually similar in kind when considered from the energy-

Fig. 2 Typical turbine rotor assembly, considered as a power-transformation system „courtesy of Pratt &
Whitney …
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based perspective described above. It is this unifying aspect of the
proposed strategy that both illuminates the underlying physics of
the dynamic bladed-disk system and promises to enable an inno-
vative approach to integrating design among functional groups
~aero, structures, heat transfer, and so forth!.

2.3 Relationship to Existing Design Strategies. The pro-
posed energy-based optimization problem unifies essential aspects
of current design strategies. First, consider the problem of mini-
mizing structural mass. In structural shape optimization, volume,
subject to stress allowables, is often selected as the objective func-
tion to minimize mass, as in Botkin@12# or Kodiyalam @7#. In
some cases, mass is minimized directly, as in Zhang et al.@13#.
For rotating structures such as a turbine, the mass moment of
inertia is an appropriate mass-related objective function. All these
properties are subsumed by the kinetic energy component of an
energy-based objective function. In its simplest form, the kinetic
energyT of a structure rotating about a fixed axis is given by

T5
1
2 Q̇TMQ̇, (2)

whereM is a consistent mass matrix andQ̇ is a velocity vector.
Thus, minimizing kinetic energy inherently minimizes the mass of
a structure at the rotational speeds of interest.

Second, consider deflection as a design criterion. A rotating
structure such as a turbine engine rotor deflects radially when
acted on by precessional input such as an aircraft pitching maneu-
ver, producing strain in both the rotor and the bearing supports.
The resulting strain energy is tuned via stiffness and damper se-
lection to minimize deflection between the blade tip and the case.
In addition, tuning rotor dynamic frequencies out of the engine
operating range generally requires that strain energy be mini-
mized. In its simplest form, the strain energy~a form of potential
energyV! of a structure is given by

V5
1
2 QTKQ, (3)

whereK is a generalized stiffness coefficient, andQ is a global
displacement vector. For a given value ofK, minimizing strain
energy minimizesQ. An upper limitQ0 on deflection is imposed
as the inequality constraint

Q2Q0<0. (4)

Note that an energy-based objective function containing both
kinetic and potential terms inherently contains a tradeoff among
mass, stiffness and deflection, as follows. StiffnessK is reduced is
two ways:~1! minimizing strain energy reducesK, and~2! mini-
mizing kinetic energy reduces mass, which reducesK. As stiffness
becomes small, deflectionsQ become large, increasing strain en-
ergy, which the optimization routine opposes. Consequently, de-
flections are reduced by increasing mass and stiffness until a bal-
ance is attained in accordance with some constrained, lowest
energy-state criterion.

Third, a common criterion for assessing a bladed-disk design is
stress concentration. Both high stress concentrations and particu-
lar patterns of stress contours can be predictors of structural fail-
ure. The quantity that subsumes these stress-based design criteria
is again strain energyV, this time in the form

V5E sd«, (5)

wheres is stress and« is strain and the integral is simply the area
under a stress-strain curve. In this case, stress concentrations are
reduced by minimizing or constraining energy density and stress
contours are reduced by minimizing or constraining energy
contours.

Fourth, bladed-disk design is assessed according to thermal cri-
teria involving temperature distribution and temperature gradients.
A simple form of thermal energy~a form of internal energyU! for
solids is given by

U5CT, (6)

whereC is specific heat andT is temperature. By minimizing this
component of an energy-based objective function, either tempera-
tures or temperature gradients can be included in the general op-
timization problem.

Fifth, vibration, a critical aspect of bladed-disk design, can be
expressed in terms of kinetic energy, as follows. Axial displace-
mentQ(t) associated with the vibration of a differential massm
can be represented by

Q~ t !5u f~ t !, (7)

whereu is a constant coefficient andf (t) is a harmonic function,
possibly represented by a discrete Fourier series@14#. It follows
that the kinetic energyT, due to vibration, of a solid body com-
prising many discrete differential masses can be represented by

T5
1
2 ~uTMu! ḟ 2, (8)

whereu is a vector of coefficients, andM is a mass matrix. By
including a function of this form in the general objective function
of the proposed optimization problem, vibratory blade response at
resonance can be addressed.

Last, the interaction between the blade and the airstream, en-
compassing gas dynamics, thermodynamics, and aerodynamics, is
expressible in terms of kinetic, potential, and internal energy.
Thus a single energy-based objective function can incorporate
both gas dynamics and structural mechanics, leading possibly to
breakthrough advances in reducing the lengthy, iterative design
cycle that characterizes current practice. This is a significant and
difficult task, and is beyond the scope of this preliminary study.
However, this concept of energy-based design clearly facilitates
the needed dialogue among the discipline-specific experts in-
volved in bladed-disk design.

As shown by these examples, significant aspects of bladed-disk
design can be treated systematically and concurrently by express-
ing the basic physics of each in terms of energy and constraint.
But this list is not exhaustive, the examples of energy expressions
are over-simplified, and a specific objective function has not been
identified. Herein lie the main analytical challenges to be over-
come in developing an energy-based design tool: to determine
physics-based expressions for all important design considerations
in terms of energy and constraint and to determine an energy-
based objective function that produces feasible part geometry.

3 An Outline for Future Development
In this section are presented a description of a proposed design

procedure, technical tasks to be accomplished to realize the pro-
cedure, and risks associated with the development.

3.1 Attributes of a New Design Procedure. A design pro-
cedure having the following attributes is proposed. In future work
this procedure would be implemented using commercially avail-
able software.

~a! Generate a parametric three-dimensional solid model of the
part as an initial estimate for the optimization problem, using a
CAD package for basic geometry. Since part geometry changes
with each iteration of the optimization routine, new models and
meshes are generated each iteration.

~b! Automatically generate a finite element~FE! mesh.
~c! Apply design loads to the solid model and compute result-

ing stress, strain, deflections, temperature gradients, and so forth
for every differential volume in the model, using appropriate soft-
ware for analysis.

~d! Compute the terms of the energy-based objective function
for every differential volume and sum over the entire model.

~e! Determine a set of geometric parameters that reduces the
objective function, check convergence criteria, iterate.

The new design procedure does not, however, obviate the need
for experienced designers and engineers. The procedure cannot
add features or create new designs; it can only optimize a given
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design. This is a characteristic typical of current structural optimi-
zation methods. For example, consider the structural member il-
lustrated in Fig. 3, adapted from Zhang et al.@13#. The mass of
the initial design~a! is minimized subject to stress allowables
producing the final design~b!. The optimization could not have
enlarged the weight-saving slot in the member had not the de-
signer defined a slot in the initial design. Similarly, bladed-disk
design as described above cannot add new features nor create new
designs. The method can only optimize a design based on the
parameters initially defined. Thus effective use of the proposed
design tool requires creative and knowledgeable users.

3.2 Technical Tasks to be Accomplished. Outlined below
are the major technical tasks that would have to be accomplished
to implement the new, energy-based design tool.

~a! Physical Systems Theory. Determine physics-based ex-
pressions for important, discipline-specific, three-dimensional de-
sign considerations in terms of energy and constraint.

~b! Objective Function. Determine an energy-based objective
function that produces feasible part geometry.

~c! Numerical Optimization . Develop a numerical optimiza-
tion routine suited to a computational problem of this magnitude.
Conjugate gradient and method of feasible directions are candi-
date methods.

~d! Computing Environment. Select commercial software
and develop the necessary architecture and interfaces to imple-
ment the prototype design tool. Write a supervisory program to
control the flow of information among software packages and to
and from the user.

Tasks~a! and ~b! address the basic theory underlying the new
approach and are both more challenging and more speculative
than tasks~c! and ~d!. The second two tasks are areas of active
research in turbine design and future work can draw extensively
on recent advances in these areas.

3.3 Risks. In this section are described the risks associated
with developing and implementing an energy-based approach to
design and suggestions for risk mitigation are given. The list is not
exhaustive but covers the significant obstacles to successful
implementation of the new approach.

The first risk is that the new approach is speculative, and even
if developed to maturity, may not be able to supplant well-
established methods. After all, bladed-disk design is a complex
topic that has been developed over many years and that produces
operational engines. In mitigation of this risk, existing design pro-
cesses are approaching a limit in their ability to meet customer
requirements for new, high-performance products that are devel-
oped faster and are cheaper to operate and maintain. It is impera-
tive that industry examine the process from a new perspective—
one that is not entrenched in the iterative-aero-structures tradition,
but that nevertheless captures the basic dynamics of the physical

system. The systems perspective on which the new design ap-
proach is based, dating in contemporary form to the work of Payn-
ter with classical roots in the work of Lagrange and Hamilton,
meets this need@15#.

The second risk is the difficulty of expressing important design
considerations in terms of energy and constraint. In mitigation,
physical systems theory supports the concept. The study of energy
begins with the first and second laws of thermodynamics, and
there is a demonstrable connection between these energy laws and
the dynamic response of physical systems, as shown, for example,
in @16#. Expressing important design considerations in terms of
energy and constraint is not an easy task, but it is in accord with
basic physics.

Third, it is possible that the problem posed will be numerically
intractable. In mitigation, computing resources continue to be-
come faster, cheaper, and more powerful. In our opinion, straight-
forward computing power is not an issue. However, numerical
issues related to size, convergence, and existence of solutions
could arise. One approach to mitigating this problem is to ensure
that energy functions are quadratic as in Eqs.~2! and ~3!, since
solution existence and uniqueness for quadratic functionals are
well understood@17#.

Fourth, an energy-based objective function has not been defined
and cannot be assessed as a design tool. In mitigation, an energy-
based objective function unifies existing design optimization strat-
egies, as described in Section 2.3. The objective function may
have the form of total energy, energy distribution or energy con-
tours. It may be too that an all-inclusive energy-based objective
function is too coarse a measure to be suited to all design issues.
If so, a series of objective functions can be developed, each suited
to the problem at hand~high stress at blade roots, crack initiation
and propagation, damping, and so forth!, but each based on the
systematic treatment of the problem in terms of energy and
constraint.

Fifth, differential equations of motion have not been accounted
for in the new approach. In mitigation, it is uncertain that explicit
ordinary differential equations~ODEs! or partial differential equa-
tions ~PDEs! are required in the optimization problem, since en-
ergy and constraint expressions are sufficient to determine a sys-
tem’s dynamic response. However, should the satisfaction of
ODEs be a necessary condition of solving the design problem, it is
proposed to adjoin the ODEs to the optimization problem as a set
of dynamic constraints, as first defined in Fabien and Layton@18#
and used in the material-property design and optimization proce-
dure exploited in Thielman@19#. Including PDEs is a more com-
plex issue. However, numerical methods of solving PDEs, such as
the method of lines, can lead to equations of motion expressed as
a set of differential equations subject to algebraic constraints@20#,
a formulation readily incorporated in the structure of a constrained
optimization problem with dynamic constraints.

Last, the typical corporate organizational structure, based on
engineering discipline and functional task, hinders the implemen-
tation of multidisciplinary design methods. In mitigation, engi-
neers, particularly team leaders and managers, are finding it in-
creasingly important to acquire technical competence outside their
core disciplines. Design is coming to be viewed as a systems
engineering task instead of a collection of tasks in aerodynamics,
thermodynamics, structural mechanics, and so forth. In our opin-
ion, design procedures that purposely preserve traditional disci-
plinary groupings, such as the ‘‘integrated optimization’’ of Kao
et al. @10# or the ‘‘collaborative optimization’’ of Braun et al.
@21#, for example, even though they improve analytical fidelity,
are unlikely to satisfy the market-driven need for significant re-
ductions in design-cycle time.

4 Conclusion
The new approach for bladed-disk design presented in this pa-

per is consistent with the view that the dynamic response of a

Fig. 3 Dependence of a typical structural optimization on ini-
tial parameters: „a… initial design; „b… final design
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physical system is a consequence of the energy transactions oc-
curring in the system. The proposed numerical optimization prob-
lem is of the same order of complexity as current structural opti-
mization strategies and so should be tractable, although the
efficacy of an energy-based objective function is unproved. Ex-
pressing important design criteria in terms of energy and con-
straint is conceptually straightforward but may prove to be an
arduous task.

The new method promises to unify important aspects of current
design methods from many disciplines, laying a foundation for an
integrated design approach that could lead to breakthrough ad-
vances in bladed-disk design. Assessing the approach waits on
future development of a prototype design tool and a comparison
of the results of energy-based design to the results of conventional
design. The outline of such a development, including the technical
tasks to be accomplished and risks associated with the develop-
ment, suggests that developing such a design tool is feasible.

Lastly, the authors hope that this study will facilitate interaction
among practitioners of the various disciplines involved in bladed-
disk design. The manipulation of energy provides a common,
physics-based language and perspective that should, to echo Srini-
vasan @8#, promote and maintain a dialogue among experts to
meet modern design goals.
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Experimental Evaluation of a
Metal Mesh Bearing Damper
Metal mesh is a commercially available material used in many applications including
seals, heat shields, filters, gaskets, aircraft engine mounts, and vibration absorbers. This
material has been tested by the authors as a bearing damper in a rotordynamic test rig.
The test facility was originally used to support the design of a turboprop engine, devel-
oping squirrel cages and squeeze film dampers for both the gas generator and power
turbine rotors. To design the metal mesh damper, static stiffness and dynamic rap test
measurements were first made on metal mesh samples in a specially designed nonrotating
test fixture. These property tests were performed on samples of various densities and press
fits. One sample was also tested in an Instron machine as an ancillary and redundant way
to determine the stiffness. Using the stiffness test results and equations derived by a
previous investigator, a spreadsheet program was written and used to size metal mesh
donuts that have the radial stiffness value required to replace the squirrel cage in the
power turbine. The squirrel cage and squeeze film bearing damper developed for the
power turbine rotor was then replaced by a metal mesh donut sized by the computer code.
Coast down tests were conducted through the first critical speed of the power turbine. The
results of the metal mesh tests are compared with those obtained from previous testing
with the squeeze film damper and show that the metal mesh damper has the same damping
as the squeeze film at room temperature but does not lose its damping at elevated tem-
peratures up to 103°C. Experiments were run under several different conditions, includ-
ing balanced rotor, unbalanced rotor, heated metal mesh, and wet (with oil) metal mesh.
The creep, or sag, of the metal mesh supporting the rotor weight was also measured over
a period of several weeks and found to be very small. Based on these tests, metal mesh
dampers appear to be a viable and attractive substitute for squeeze film dampers in gas
turbine engines. The advantages shown by these tests include less variation of damping
with temperature, ability to handle large rotor unbalance, and the ability (if required) to
operate effectively in an oil free environment. Additional testing is required to determine
the endurance properties, the effect of high impact or maneuver loads, and the ability to
sustain blade loss loads (which squeeze films cannot handle).@S0742-4795~00!01002-4#

Introduction

Squeeze-film dampers~SFD! are used extensively in almost all
aircraft turbine engines designed since 1970, and have been in-
stalled in more than 300 multistage industrial compressors to raise
stability thresholds. However, the SFD has some shortcomings
that are difficult to overcome. If the local rotor imbalance exceeds
2.3 times the damper clearance, the SFD actually increases the
response. Also, nonlinear phenomena~bistable jump up! may oc-
cur. Twenty years of applied research on SFD has failed to pro-
duce analysis tools that can accurately predict the performance of
any except the simplest geometry under laboratory conditions@1#.
Testing of a full-scale prototype aircraft engine rotor with squeeze
film dampers in the authors’ laboratory showed a large increase in
rotor response when the oil temperature was raised from 27°C to
119°C.

Two researchers in China, Wang and Zhu@2# publicized a re-
placement for the SFD that did not require fluid. They described
this damper as a short hollow cylinder made of woven metal ma-
terial. Xin and Zi-Gen called the woven metal ‘‘metal rubber,’’
and reported that it had good internal damping properties. They
tested a metal mesh damper in a rotordynamic rig and a SFD in

the same rig for comparison. The results are remarkable; they
show the metal mesh damper controlling almost three times more
unbalance than the SFD.

Joe Tecza@3# also reports tests of a metal mesh damper in a
rotordynamic rig in the fall of 1991. The project was internally
supported by Tecza’s company in an effort to obtain an Air Force
contract. The results were encouraging but the external funds were
not obtained to continue the project so it was dropped. Although
previously performed research has shown great promise for the
metal mesh bearing dampers, test results have not been published
to show the effect of temperature or the effect of an oil environ-
ment. Prediction tools for sizing a metal mesh damper are yet to
be developed and made available to machine designers.

Test Apparatus
A nonrotating test apparatus was used to determine the static

stiffness and damping of two densities of metal mesh. The test
apparatus consisted of two concentric cylinders that were used to
constrain the inner and outer boundary of the metal mesh. A steel
ring was constructed to fix the outer dimension of the metal mesh
contained between it and the inner cylinder. The diameters of
these inner cylinders varied in size to put different press fits on the
metal mesh. The inner cylinder was fixed to the top of a rigid
concrete and metal slab. To fix the inner cylinder, an aluminum
cap was placed on top of the inner cylinder and a bolt was placed
through the center of the top into the table. The outer steel ring of
the assembled rig did not rest on the table, therefore, it was free to
move in the horizontal plane, parallel to the tabletop. This test
setup is shown in Fig. 1.

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Indianapolis, IN, June
7–10, 1999; ASME Paper 99-GT-15.
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A power turbine test rig was used in the rotordynamic testing of
the metal-mesh damper. The power turbine rotor assembly is
made up of two turbine wheels, an Inconel shaft, and a steel
spline. The assembly is press fitted together and fastened with two
tie-bolts. A cross section of the assembled power turbine rotor is
shown in Fig. 2.

The weight of the fully assembled rotor is 147.6 N. It is driven
by an air turbine in the test cell. The power turbine test rotor has
a ball bearing at the spline end and a roller bearing at the turbine
end. The original test rotor used two squeeze film dampers to
provide damping. A squirrel cage, which provided a specific stiff-
ness, accompanied each squeeze film damper. The squirrel cage
located at the spline end had a stiffness of approximately 5253
kN/m. The squirrel cage at the turbine end had a stiffness of
approximately 4990 kN/m. For the metal-mesh testing, the squir-

rel cage at the spline end of the roller-bearing system was retained
but the land of the squeeze film damper was removed to insure
that this bearing had no damping. Thus, there was no damping in
the system except that provided by the metal-mesh donut at the
turbine end. The assembled power turbine test rotor can be seen in
Fig. 3.

Preliminary Analysis and Results
To try and match the stiffness and damping of the squeeze-film

dampers previously installed, stiffness testing, damping tests, and
computer analysis were performed on two densities of metal mesh
samples. Samples of 29 percent density were tested for stiffness
using the nonrotating test apparatus in Fig. 1, with a hand held
force gauge, and a dial indicator. The 29 percent density sample
had dimensions 57.15 mm ID, 99.57 mm OD, and 12.7 mm thick-
ness. The test was performed with press fits ranging from~1.27
mm! to ~3.048 mm!. These tests indicate that the stiffness of this
material increases as the press fit is increased. The stiffness values
for the two extremes of fit were not close to our target stiffness of
4,990 kN/m,~for rotordynamic testing to be done later!.

To obtain a stiffness value closer to the target value, a sample
of 57 percent density was tested. The 57 percent density sample
had dimensions 58.42 mm ID, 95.76 mm OD, and 11.176 mm
thickness. This sample was tested in an Instron machine where
both loading and unloading could be graphed. To perform this
test, the inner and outer surface of the mesh was fixed by cylin-
ders. A solid rod was placed through the center of the inner cyl-
inder ~see Fig. 4!. This test yielded a stiffness value close to 3502
kN/m, which was input into a spreadsheet program to obtain an
equivalent modulus of elasticity. The metal-mesh spreadsheet pro-
gram had been previously developed with support from a research
consortium~see the Acknowledgements!. It takes the dimensions
and equivalent modulus of elasticity of the metal-mesh as input,
and outputs the stiffness by curve-fitting a number of points. The
equations used in these computer programs may be the subject of
a future paper after refinement by further testing.

Since the stiffness was measured, the modulus of elasticity for
the 57 percent density sample could be backed out of the program
as approximately 1628 kN/m. This value along with the desired
inner and outer diameter were input back into the equations leav-
ing the stiffness as a function of width only. The width was then
altered to obtain an acceptable value for stiffness. Using the di-
mensions for inner and outer diameter that are required for the
power turbine hardware, a stiffness of 5734 kN/m was obtained
from the metal mesh program. The dimensions for the final metal-
mesh damper were then 76.2 mm ID, 108.6 mm OD, and 12.7 mm
thickness.

In order to measure the damping of the metal mesh, the outer
steel ring of the nonrotating test rig was rapped with a plastic
hammer to obtain a time response and frequency spectrum. The
free vibration data were collected using an accelerometer attached

Fig. 1 Nonrotating test apparatus

Fig. 2 Power turbine rotor

Fig. 3 Assembled power turbine test rig Fig. 4 Instron machine and test setup for stiffness testing
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to the outer ring. Ten raps were averaged using a Hewlett Packard
signal analyzer. The time response was used to obtain the log
decrement and the frequency spectrum identified the natural fre-
quency of the system. Table 1 shows the log decrement and damp-
ing ratio for several different press fits. The decrease of the log
decrement with tightness of fit is entirely due to an increase in
stiffness, as can be deduced from Table 2. The increased stiffness
raises the value of critical damping, which then produces a lower
damping ratio. There is some evidence from the experimental data
that the nature of the damping is predominantly hysteretic. Table
3 shows values of the loss coefficientb ~kb is the imaginary part
of a complex stiffness! and the hysteretic damping coefficienth.
These were computed from the measured data usingh5cv, and
b5h/k, where c is the equivalent viscous damping coefficient
and the frequencyv is in rad/sec.

Experiments are currently underway to determine how the
damping varies with frequency and to conclusively determine

what mechanism is responsible for the damping. It is not currently
known whether or not the damping and stiffness parameters
would be affected by a static eccentricity due to an offset load.

Rotordynamic Testing and Results
Computer analysis of the power turbine mode shapes was per-

formed to determine if the metal mesh would be needed at both

bearings. The first critical speed of the rotor bearing system with
the original squirrel cage configuration was at 3200 RPM. The
mode shape associated with it shows large amplitude of vibration
at the turbine end. It became apparent that metal-mesh would only
need to be installed at the turbine end for a complete rotordynamic
evaluation at the first critical speed. With high levels of vibration
at the turbine end and no other form of external damping in the
system, the metal-mesh donut is responsible for providing the
damping necessary to transverse the first critical speed.

The power turbine test rig was run up to a speed of 7000 RPM,
since it was only necessary to coast down through the first critical
speed. The second mode shape has the largest amplitude at the
spline end where there is no damping so the second critical speed

Fig. 5 Balanced condition @ Rx-probe with metal-mesh in-
stalled, multiple temperatures

Fig. 6 Balanced condition @ Ry-probe with metal-mesh in-
stalled, multiple temperatures

Fig. 7 Unbalanced condition @ Rx-probe with squeeze-film
damper installed, multiple temperatures

Fig. 8 Unbalanced condition @ Ry-probe with squeeze-film
damper installed, multiple temperatures

Table 1 Effects of press fit on damping

Table 2 Effect of press fit on stiffness

Table 3 Loss and hysteretic coefficients
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was to be avoided. All data presented is from the horizontal and
vertical proximity probes at the turbine end of the rotor~X,Y!.

The metal-mesh was tested under several conditions including
hot, cold, balanced rotor, and unbalanced rotor. For tests requiring
high temperatures the metal-mesh was heated with oil that flowed
over it. The mesh was first tested dry and then soaked with room
temperature oil to determine whether oil would affect the damp-
ing. It did not. A heating strip was then used to heat the oil that
flowed from the pump to the test rig and through the metal mesh.
A valve could be closed for tests not requiring high temperature
oil. To monitor the temperature of the oil entering, a thermocouple
was placed at the inlet of the bearing pedestal containing the
metal-mesh donut.

A set of tests was performed with the rotor balanced. The rotor
was balanced in one plane to achieve an acceptable level of vi-
bration. The amplitude of vibration was reduced to 30 percent of
its original unbalanced state. The test rig was run with the metal-
mesh dry and with oil at 54°C, 71°C, and 82°C. The results of the
balanced tests are shown in Figs. 5 and 6. They show the response
at the turbine end where the highest vibration amplitudes exist.
The critical speed peaks in Fig. 5 are slightly shifted to the left as

the temperature increases. The RY amplitude increased approxi-
mately 20 percent at temperatures of 71°C and 82°C. Both Figs. 5
and 6 ~RX, RY! show split critical speeds. This may be due to
stiffness asymmetry in the metal-mesh.

The second and most important test condition was the unbal-
anced condition. This condition is important since the squeeze
film damper had much larger levels of vibration with an unbal-
anced rotor at high temperatures. These tests were run with oil at
54°C, 71°C, 82°C, and 99°C. Results of these tests can be com-
pared with those obtained with the squeeze film damper previ-
ously installed. Figures 7 and 8 show the measured response with
the squeeze film dampers at an oil supply pressure of 1.034 bar.
They show the response at theX andY probes~turbine end!. The
amplitude of vibration with the squeeze film dampers increases
dramatically at elevated temperatures. For comparison, tests were
run at similar temperatures with the metal-mesh installed. Figures
9 and 10 show the results. Although the rotor unbalance is prob-
ably not exactly the same as it was with the squeeze-film dampers
installed, the results can be compared as a percent increase in the
level of vibration with increase in temperature. Observation of the
response bandwidths suggests that the metal-mesh damping at all
temperatures is about the same as the squeeze-film damper at
room temperature. The results with metal-mesh show that there is
no correlation between temperature and amplitude of vibration.

Conclusion
The following conclusions apply only to the parameters tested.

However, it should be remarked that they are full scale parameters
of a power turbine test rig used to develop a turboprop aircraft
engine.

a Metal-mesh has useful damping properties that can be used to
reduce rotordynamic amplitudes of vibration

b the damping provided by the metal-mesh is not significantly
temperature dependent over the range of 54–99°C

c the damping provided by the metal-mesh is not affected by
the presence of turbine oil

d higher temperatures appear to have a de-stiffening effect on
the metal-mesh bearing damper under balanced conditions

e increasing the radial press-fit interference of the metal-mesh
damper ring has a stiffening effect that decreases the free
vibration damping ratio

f increasing the radial press-fit interference of the metal-mesh
damper ring has a negligible effect on the hysteretic damping
coefficient

g a spread sheet program is being developed that shows prom-
ise as a design tool for metal-mesh bearing dampers
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Hybrid Brush Pocket Damper
Seals for Turbomachinery
Pocket damper seals perform a dual function: both sealing the pressurized gas around a
rotating shaft and providing large amounts of vibration damping. The annular cavity
between the labyrinth seal teeth is subdivided into separate annular cavities around the
circumference of the rotor by partitioning walls. Also, the upstream and downstream teeth
have different radial clearances to the rotor. These seals have been shown to provide a
remarkable amount of direct damping to attenuate vibration in turbomachinery, but they
generally leak more than conventional labyrinth seals if both seals have the same mini-
mum clearance. Conversely, brush seals allow less than half the leakage of labyrinth
seals, but published test results show no significant amount of damping. They are consid-
ered to be a primary choice for the seals in new aircraft engine designs because of their
low leakage. This paper will describe a recently invented hybrid brush/pocket damper
seal that combines high damping with low leakage. Previous brush seal results were
studied and calculations were made to select a brush seal to combine with the pocket
damper design. The result is a hybrid seal with high damping and low leakage. A special
design feature can also allow active vibration control as a bonus benefit. A computer code
written for the original pocket damper seal was modified to include the brush element at
the exit blade. Results from the computer code indicate that the hybrid seal can have less
leakage than a six bladed (or 6 knives) labyrinth seal along with orders of magnitude
more damping. Experimental evaluations of the damping and leakage performance of the
hybrid seal are being conducted by the authors. The experimental work reported here
tested the damping capability of the new hybrid brush seal by exciting the seal journal
through an impedance head. A conventional six-bladed labyrinth seal of the same work-
ing dimensions was also tested. The brush hybrid pocket damper seal is found to leak less
than the labyrinth seal while producing two to three times more damping than the original
pocket damper seal (orders of magnitude more than the conventional labyrinth).
@S0742-4795~00!01102-9#

Introduction
Rotating fluid seals are critical components affecting the per-

formance and efficiency of modern turbomachines. For example,
gas seals are employed in both the compressor and turbine sec-
tions of aircraft engines, where the stage pressures range up to
eight bar. Gas seals with much higher pressures are used in oil
industry compressors for natural gas reinjection and in petro-
chemical process plants. Traditionally, rotating seals have been
designed solely to minimize leakage. In the case of steam turbines
the destabilizing effects of the labyrinth seals were studied by
Thomas@1#. Starting in the 1960s@2# rotating seals were found to
have a major effect on rotordynamics and vibration in aircraft
engine compressors. In the case of the space shuttle main engine
turbopumps, rotating seals are the major mechanical component
which allow stable operation@3–5#. The fluid mechanics theory of
rotating seals is quite complex as the flow is turbulent and takes
place through intricate and tortuous passages.

This paper describes continuing research on an innovative gas
damper seal element whose potential benefits are revolutionary in
terms of damping capability to attenuate rotor vibrations along
with pressure sealing. It is a light weight, compact, and high tem-
perature compatible mechanical element that can be used as a
direct replacement for the common labyrinth seal at the most ef-
fective locations for rotor damping in turbomachines. The first
published description of this gas damper seal@6# referred to it as

the TAMSEAL™. In this paper the generic description will be
‘‘pocket damper seal’’~PDS for short! and the particular advance-
ment described here will be called the ‘‘brush hybrid pocket
damper seal’’ or ‘‘brush hybrid seal’’~BHS! for short. Test results
and field applications to date suggest that the BHS may be an
advance in vibration suppression for turbomachinery with signifi-
cance similar to the invention of the squeeze film damper at Rolls
Royce in 1959. The first patent granted on squeeze film dampers
marked the beginning of extensive research on that device which
still continues today and which has produced hundreds of techni-
cal publications addressing the basic scientific issues surrounding
it. The internal fluid dynamics theory of the pocket damper seal is
even more complex, involving fluid compressibility and flow tur-
bulence. But the potential for effectiveness is greater since seals
are often found at optimal locations for damping in turboma-
chines, whereas bearings are usually near the nodes of the modes
of interest.

The most common type of pressure seal in high-speed turboma-
chinery is the labyrinth seal. This seal is composed of a series of
circular blades and annular grooves which present a tortuous path
for flow of the process fluid in regions of high to low pressures
between stages in turbines and compressors. Although they are
effective for leakage control, labyrinth seals show very little direct
damping and their cross coupled stiffness can be the source of
rotordynamic instabilities in rotating machinery@4#. Extensive ex-
perimental tests over the past two decades@7,8# have demon-
strated the undesirable dynamic force characteristics of gas laby-
rinth seals. These experiments have shown the presence of
significant cross-coupled stiffness force coefficients induced by
the rotation of the seal journal. They can easily overcome the
action of direct damping and produce unstable rotor whirling at
frequencies well below the operating speed. The most direct and
effective way to avoid this problem is to employ damper seals,
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such as the honeycomb type@9#, or the pocket damper seal that is
the subject of this paper. Laboratory testing has shown the pocket
damper seal to have direct damping large enough to completely
eliminate the appearance of critical speeds~see Fig. 1!. They have
successfully suppressed rotordynamic instabilities in several high-
pressure compressors@10#. The main incentive for design im-
provement lies in the fact that the leakage so far has been larger
than for a conventional labyrinth seal of the same dimensions and
clearance. The brush hybrid aims to correct this deficiency.

Brush seals are a relatively new development that have been
used to some extent in aircraft turbine engines@11# and are under
serious consideration for steam turbines@12#. Most current aircraft
turbine engine seals are labyrinth or brush types. The labyrinth
seal has a high leakage rate, low damping capability to reduce
blade rub, and allows undesirable fluid swirl, which is destabiliz-
ing. The brush seal exhibits very low leakage, but previous tests
@13# have shown very little damping capacity. More recently, en-
gine tests were made to compare the forward-facing labyrinth seal
with dual-brush seals installed as compressor discharge seals@14#.
The leakage of the brush seals was only 40 percent of the laby-
rinth leakage, so specific fuel consumption was improved three to
five percent. The brush hybrid pocket damper seal combines the
desirable low leakage of a brush seal with the high damping char-
acteristics of the pocket damper seal.

Physical Description
Figure 2 shows a cross section of the brush hybrid pocket

damper seal. The inlet blade, or upstream tooth, of this seal is
identical to a labyrinth seal. The downstream blades are replaced
by a brush seal element. Partition walls around the circumference
form pockets that isolate regions of dynamically varying pressure.
This design is meant to allow the journal vibration to modulate the

flow into the pockets through the inlet blade clearance while mini-
mizing the modulation of the exit flow~downstream! through the
brush seal. In that case the dynamically varying pressure forces
will always oppose the seal journal vibratory velocity, which is
the very definition of a damping force. A secondary function of
the pocket partition walls is to block the destabilizing circumfer-
ential swirl of the fluid around the journal. Optional bypass flow
orifices are provided in case the brush leakage is too low to pro-
duce the desired pressure modulations, or they can be used with
valves to implement active control of the damping.

Development of the pocket damper seal began in the early
1990s when experimental and analytical research on gas damper
actuators for bearing supports@15,16# led to a better understand-
ing of the flow mechanics in gas sealing devices and to the dis-
covery of a new mechanism for damping action. The pocket
damper seal concept replaces the limited damping characteristics
of conventional labyrinth seals without a major alteration of their
geometry and without the addition of heavy and costly hardware.
Modal analysis shows that the relative effectiveness of a damper
at two different locations along a rotor is proportional to the
square of the ratio of whirl amplitudes at the two locations. Rotor
whirl amplitudes at seal locations are typically at least twice the
amplitude at bearings, so a damper seal will be at least four times
more effective than a bearing damper with the same damping
coefficient.

In the original pocket damper seal, modulation of the exit flow
was accomplished by making the exit~downstream! blade clear-
ance larger, but this increased the leakage@6,17#. In the brush
hybrid, much of the leakage flow passes through the bristles and is
unmodulated by the journal vibration. Theory predicts that this
will increase the damping. The leakage allowed by a brush is
greatly reduced, down to values much less than allowed by a
conventional labyrinth seal.

It is important to note that the pocket damper seal is unlike all
other damping elements commonly used, in that it does not rely
on viscosity of a fluid to dissipate energy. In fact, it would be
more effective with a purely inviscid fluid, since fluid viscosity
will slow the transfer of gas from pocket to pocket and produce
unwanted time lags across the flow restricting clearances.

Computer Predictions
Although the primary objective of this paper is to show experi-

mental results, it is instructive to briefly look at some computer
predictions based on the theory described by Vance and Shultz,
@6#. This theory considers only the continuity equations and com-
pressibility effects for the gas flow into and out of the pockets in
the axial~downstream! direction. Only the leakage and the direct
force coefficients (Kxx and Cxx) are computed. Cross coupled
coefficients are neglected by this code and their insignificance has
been verified experimentally for the original pocket damper seal
by Ransom et al.,@18#. Li @19# has shown that spin of the seal
journal has no significant effect on any of the force coefficients
for this type of seal. The computer code has shown good agree-
ment with large amplitude test data measured at pressure ratios up
to 3.0 @6#. It has overpredicted test data measured at lower pres-
sure ratios with smaller vibration amplitudes@20#. However, in all
cases this code has correctly predicted the direction of trends
when design parameters or operating conditions are changed, so it
can be expected to show the relative effect of replacing the down-
stream blade with a brush.

Figure 3 shows computed damping coefficients versus com-
puted leakage for the brush hybrid pocket damper seal~BHS!, and
also for the original pocket damper seal~PDS! with downstream
blade clearances twice the upstream clearances. The varying leak-
age of the PDS is due to a variable number of labyrinth teeth~6,
4, and 2!. The varying leakage of the two bladed BHS is due to a
variable porosity of the brush element, or due to progressive open-
ing of the bypass orifices evident in Fig. 2. Note that the two

Fig. 1 Measured unbalance response with no seal, labyrinth
seal, and a pocket damper seal „TAMSEAL™ … †17‡

Fig. 2 The brush hybrid pocket damper seal with optional by-
pass flow paths
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bladed BHS is predicted to have an order of magnitude more
damping at the smallest leakage value of the PDS~with six
blades!. These results do not include the mechanical damping of
the brush itself, which was found to be considerable in the experi-
ments described below.

Description of the Test Apparatus
A cross section of the test rig is shown on Fig. 4. The test rig

consists of a solid frame~1! made of low carbon steel pipe welded
to the test rig base~2!. The mounting flange plate is welded to the
top of the pipe. The test rig base has a centered hole that helps to
position a flexible cantilever beam~3! or shaft. The seal~4!, used
for the experiments, is located on the mounting flange and is fixed
by four quick release toggle clamps~10! and swivel pad position-
ing screws, which are set, as soon as the seal is centered relative
to the journal~5!. The journal~5! is connected to the shaft~3! with
a bolt. Attached to the journal is a steel block~8!, which was
originally a reference for the proximity probes~9! as shown in
Fig. 4. Figure 5 is a photo of the actual test rig configuration and
it is observed that the two orthogonal proximity probes directly
measure the journal~5! displacement. Therefore, the block~8! is
actually a mounting point for the stinger, which connects the jour-
nal assembly to the shaker. A complete list of the parts of the test
rig is shown on a table below Fig. 4.

Figure 5 shows the electromagnetic shaker connected to the
block ~8!. The shaker contains an impedance head that outputs
acceleration and force signals in time. As shown in Fig. 6, the
shaker is suspended with four bungee cords to relieve the weight
of the shaker on the stinger and to simplify the positioning of the
stinger. The bungee cords are attached to a tubular steel frame
surrounding the test rig.

Fig. 3 Computed damping coefficient versus leakage for the
brush pocket hybrid „two-bladed … and the original pocket
damper seal „6 blades … „inlet pressure of 6.4 bar „80 psig ……

Fig. 4 Cross section of the test apparatus

Fig. 5 Side view of the test apparatus

Fig. 6 Shaker supported on bungee cords
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Instrumentation
The test rig instrumentation enabled the damping coefficients

and leakage rate to be determined. The two orthogonal proximity
probes are connected to the proximitors and then these signals are
sent to the oscilloscope. The primary function of the proximity
probes is to help center the seal and also to show an oscilloscope
trace of the journal’s orbit in the dynamic testing. The accelera-
tion and force signals from the impedance head of the shaker were
connected to a dynamic signal analyzer with ASCII storage capa-
bilities. The impedance head has been calibrated recently at the
manufacturer’s facility. Table 1 shows the specifications of the
shaker, impedance head and signal analyzer that were used for the
uncertainty calculation@21#. A variable area flow meter was used
to determine the flow rate through the seal. A Bourdon tube pres-
sure gauge was placed at the test rig inlet to measure the inlet
pressure of the seal. The flow rate is controlled by the use of a
pneumatic control valve in the pressure range from 1 to 9.2 bar~0
to 120 psig!.

Seal Description
Figure 7 depicts the BHS used for the experiments. The four

partition walls are made of 6.35 mm~0.25 in! square key stock.
Also, a standard 6-bladed labyrinth seal with the same length as
the short BHS was tested. The labyrinth seal tests were conducted
for comparison purposes. Testing of a larger volume~longer! BHS
was also begun until it was found that it had been fabricated with
incorrect pocket depth, and also that the mode shape in the test
apparatus was changed by the longer journal.

Test Procedure
The first operation was to center the seal. The journal was al-

ways within 0.013 mm~0.5 mils! of center. The experiments were
performed in the range from 1 to 7.1 bar~0 to 90 psig! by adjust-
ing the pneumatic control valve. In all tests the downstream pres-
sure was atmospheric. Measurements of the steady flow rate and
pressure were made prior to the dynamic testing. The dynamic
signal analyzer sent a periodic chirp signal as input for the shak-
er’s amplifier. The force generated in the impedance head excited
the journal. The journal’s orbit of motion was observed on the
oscilloscope. The signals from the impedance head were collected
by the dynamic signal analyzer and processed in the frequency
domain. The transfer function Acceleration over Force was aver-
aged 16 times and this data was saved in ASCII format along with
other useful information such as the Phase and the Coherence
plots.

Analysis of the Results
A computer was used to analyze the data on the ASCII files.

Our objective was to extract the damping coefficient of the seals
as a function of the inlet pressure. The experimental values of the
transfer function,H(v) ~acceleration over force! at a phase angle
of 90 deg corresponds to

H~v!5
v

C
, (1)

whereC is the direct damping coefficient andv is the excitation
frequency. Then, the damping coefficientC is solved using Eq.~1!
at the excitation frequency where the phase angle is 90 deg. From
Eq. ~1! is calculated a value of610 percent of uncertainty in the
damping coefficients. In most of the experiments it was observed
that the value of the coherence was nearly unity for frequencies
above 30 Hz, as shown on Fig. 8. Some electrical noise is ob-

Fig. 8 Typical coherence for the transfer function measure-
ments

Fig. 7 Two-bladed pocket damper seal assembly without
brush elements

Table 1 Specifications of the shaker, impedance head, and
signal analyzer
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served at 60 and 180 Hz. It was not necessary to filter the data
since no calculations were made near the electrical noise
frequencies.

Figures 9 and 10 show experimental data on the full pressure
range for a short BHS. Figure 9 shows steps of increasing reso-
nant frequency and a corresponding decay of the transfer function

amplitude. The increased frequency is due to a combination of the
‘‘stiffening effect’’ of the brush seal and the ‘‘destiffening effect’’
of the pocket pressures. Obviously, the brush seal effect is domi-
nant and overcomes the other effect, which increases the reso-
nance frequency. The amplitude decays because the damping is
increasing.

Fig. 9 Transfer function aÕF for the brush hybrid pocket damper seal at
various pressures

Fig. 10 Phase plots associated with Fig. 9
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Numerical and Experimental Results
The main objective of the experiments was to measure the

damping and leakage of BHS seals and labyrinth seals for com-
parison. Figure 11 shows the predicted values for the damping
coefficients of two seals that were used for the experiments. In
this graph the BHS has closed bypass. The computer code predicts
very low damping values for the labyrinth seal at all pressures
when compared with the calculated damping for the BHS. The
values for the damping of the BHS are calculated taking into
consideration only the dynamic pressure effect of the modulated
flow of air at the inlet and outlet of the seal. The mechanical
properties of the brush seal are not included in this code. Figure
12 shows the damping values extracted from the experimental
results. As predicted, the labyrinth seal has very low damping.
The labyrinth seal could not be tested over 3.0 bar~30 psig! be-
cause the journal of the test rig became off-centered and started to
rub against the wall of the labyrinth seal. In Fig. 12, the brush
element alone~without the pockets! shows increasing damping
values when pressurized. This damping is much larger than was
measured for brush seals earlier by Conner and Childs@13#, with
fewer bristles and a different backing plate. It is hypothesized that
the bristles became more packed together and held against the
backing plate by the pressure drop@14#. The friction among
bristles is thus augmented by the increase in pressure and this
could be a mechanism that generates damping. The next step in
the experiments was to test a BHS to observe the combined effect
of the inlet blade with pockets and the brush element. The results
for the experiments with the BHS~with pockets! are shown in Fig.
12. The damping values for the BHS tested are quite similar to the
brush seal results up to a pressure of 5.8 bar~70 psig!. The com-
bined effect of the BHS~flow modulation plus brush! starts to
become noticeable at a pressure over 5.8 bar~70 psig! and the
difference of the damping values between the brush seal and the
BHS ~closed passages! is quite significant, about 40 percent at 7.1
bar ~90 psig!. The highest values of damping were obtained with
the BHS in the ‘‘open bypass’’ configuration as shown in Fig. 12.

The authors have observed that the amount of damping obtainable
from a PDS is proportional to its leakage rate, and the open pas-
sages provide a way for air to exit the seal with unmodulated flow.
An explanation of why the graphs in Fig. 12 do not diverge ap-
preciably until inlet pressures exceed 5.8 bar~70 psig! may be
found in the nonlinear dependence of the brush damping on inlet
pressure, combined with a different nonlinear dependence of the
pocket damper effect on pressure. The lost damping from inter-
pocket leakage of the dynamic pressures is certainly pressure de-
pendent, and the bristle packing effect is seen to become a de-
creasing factor at an inlet pressure of 4.4 bar~50 psig!. The mass
flow observed during the experiments is shown in the Fig. 13. The
uncertainty of the mass flow measurements is62.5 percent. The
BHS in the ‘‘open passages’’ configuration has lower leakage
than the six bladed labyrinth seal, which is remarkable since the
BHS has only one cavity and the labyrinth seal has five.

Conclusions
Of all the seals tested the labyrinth seal has the lowest damping

~zero for practical purposes!. The damping is overpredicted as
shown in Figs. 11 and 12 for the short BHS with closed passages.
At an inlet pressure of 6.4 bar~80 psig! the measured value of
3500 N-s/m~20 lb-s/in!. All the seals tested with brush elements
have roughly the same damping coefficients in the pressure range
from 1 to 5.8 bar~0 to 70 psig!. Over 5.8 bar~70 psig! the lowest
was from the pure brush seal~no pockets!. The hybrid brush seal
with closed passages had more, since the damping was obtained
from two combined effects: first, from the brush seal installed in
the BHS and, second, from the air pressure in the pockets. The
maximum damping available was obtained from the hybrid brush
seal with the ‘‘open passages’’ configuration. Its leakage rate
doubles the predicted leakage for the same hybrid brush seal with
the closed passages, but the damping values are at least 30 percent
higher and increase with pressure drop. The open passages con-
figuration is a design that can be easily implemented in a control
scheme where the damping would be immediately increased by
just opening a valve.

Previous research with the pocket damper seal has shown the
force coefficients and leakage to be independent of the shaft rota-
tion, but the mechanical damping of the brush may decrease with
bristle wear. Also, the pocket partition walls block circumferential
swirl of the gas, so the cross-coupled effects of labyrinth seals are
avoided. Rotating tests are now being planned to investigate these
effects.
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Fig. 13 Measured mass flow through the seals
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Experimental Measurements of
Actively Controlled Bearing
Damping With an
Electrorheological Fluid
Selection criteria and design evaluations of several types of bearing dampers with active
control for application to aircraft engines were described in a companion paper. A disk
type electrorheological (ER) damper was chosen for further study and testing. The results
of the tests and the final conclusions of the study are described in this paper. Experimen-
tal results including stiffness and damping coefficients are presented for the ER bearing
damper with two types of ER fluid, 350 CS and 10 CS (centistokes) viscosity. The vibra-
tion attenuation performance of the ER damper was measured on a rotordynamic test rig
in the form of free vibration decay, rotor orbits, and runup unbalance responses. The
results show that the ER fluid with lower viscosity has the better characteristics for
rotordynamic applications. It was found that ER fluids produce both Coulomb and viscous
damping. If only the damping is considered, the Coulomb type is less desirable, but with
active control it can also achieve control of rotor stiffness. A feedback control system was
developed and applied to the ER damper with the objective of improving the overall
rotordynamic performance of the rotor bearing system, considering both vibration ampli-
tudes and dynamic bearing forces. A ‘‘bang–bang’’ (on and off) simple control logic was
found to work better in practice than more sophisticated schemes. The measured runup
response of the rotor-bearing system with this control approximated the desired vibration
response curves fairly well. The tests highlighted some of the practical considerations that
would be important for aircraft engine applications, such as the ER fluid limitations, the
electrical power supply requirements, the electrical insulation requirements, the nonlin-
ear relationship between the voltage and the damping, and the relative benefits of active
control. It is concluded that active control of bearing damping is probably not a practical
improvement over the passive squeeze film dampers currently used in most aircraft gas
turbine engines.@S0742-4795~00!01202-3#

Introduction
Selection criteria and design evaluations of several types of

bearing dampers with active control were described in a compan-
ion paper by Vance et al.@1# for application to aircraft engines. A
disk type electrorheological~ER! damper was chosen for further
study and testing in a laboratory test rig~Fig. 1!. The results of
these experiments are described in this paper.

The function of bearing dampers~or vibration dampers! in tur-
bomachines is to reduce rotor vibration. This is normally accom-
plished by introducing additional damping to the bearing support.
A popular device for rotor vibration control in turbomachines is
the squeeze film damper~SFD!. The performance of a SFD is
mainly restricted by the fluid viscosity, which normally is a func-
tion of temperature. Experimental research has also shown SFD to
be influenced strongly by air entrainment and air bubbles, which
are difficult to predict and control.

A novel electrorheological~ER! or electroviscous~EV! damper
that is easily adapted to active control was initially developed by
Nikolajsen @2#. Figure 2 shows a descriptive cross section. The
damper contains ER fluid that thickens and provides combined
Coulomb and viscous damping when an electric field is imposed
across the fluid film. The ER fluid is a special fluid that has the

electrorheological effect. When subjected to an electric field, typi-
cally from 500 V/mm up to 6000 V/mm, the fluid instantly turns
from a liquid state to a gel-like solid within about 0.001 s. This
effect increases the resistance to relative movement in the fluid. In
other words, the stressed ER fluids provide more shear friction.
Previous investigators including the present authors assumed that
the dominant effect of the voltage would be to provide mainly a
Coulomb type of damping. The rotordynamic effects of Coulomb
damping are analyzed in a companion paper@3#. The results of the
experiments to be described below will show that the damping
model for a real ER fluid is actually quite complex and is yet to be
precisely determined.

Objectives
The objectives of this research were as follows:

1 to experimentally explore the feasibility and performance of
the ER damper at frequencies and whirl amplitudes typical of
aircraft engine rotor systems

2 to obtain experimental data that would aid optimization of
the design of an ER damper for the experimental engine de-
scribed in the study by Vance et al.@1#.

3 to develop and test a control system and software for the ER
damper, and to explore the attractiveness of actively con-
trolled dampers for possible application to turbomachinery

These objectives were pursued by carrying out the following
major tasks:

1 modification of an existing test rig to raise the first critical

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Indianapolis, IN, June
7–10, 1999; ASME Paper 99-GT-17. Manuscript received by IGTI March 9, 1999;
final revision received by the ASME Headquarters January 3, 2000. Associate Tech-
nical Editor: D. Wisler.
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speed to 6000 rpm and to improve its vibration characteristics for
the purpose of identifying stiffness and damping coefficients

2 identification of the rotordynamic characteristics~stiffness
coefficients and equivalent viscous damping coefficients! of the
ER damper through experimental techniques

3 development of a control system for the ER damper that
produces significantly better performance than the passive system

4 operation of the test rig to produce Bode plots~imbalance
response! with and without the control system active

Test Rig Modifications
Improvement of the test rig vibration characteristics was ac-

complished by a redesign of the rotor system and the squirrel cage
bearing support. The main problem encountered with the original
rig was a low critical speed~,3000 rpm.!. The modified test rig
reasonably simulates the speed and vibration characteristics of a
wide range of turbomachinery including aircraft engines. Figure 1
shows a sketch of the test rig after modification. The rotor oper-
ates through its first critical speed at about 5800 rpm with a light
viscosity ER fluid at no voltage. A second critical speed appears

around 8000 rpm as the stiffness and/or damping at the left bear-
ing is increased by using the ER fluid. The second critical speed
involves more rotor bending than the first.

The damper~Fig. 2! houses five stationary plates and six whirl-
ing plates with a gap of 1.6 mm~1/16 in.! between them. The
stationary plates were assigned to a negative electrode connected
to the outer squirrel-cage beams and housing. The whirling plates
were selected as the positive electrode joining the inner squirrel-
cage beams and whirling sleeve. The stationary plates and whirl-
ing plates were electrically insulated and sealed by a pair of non-
conducting sheets. The main shaft was insulated from the damper
by a plastic pipe inserted between the outer race of the bearing
and the whirling sleeve. The damper housing, bearing supports
and motor were seated on plastic blocks. The whole rig was elec-
trically insulated from the base plate by applying nonconducting
bushings under the tie-down bolts. In spite of all these measures
taken to guarantee good electrical insulation, arcing problems per-
sisted during the tests and the rig had to be torn down and rebuilt
at one point while taking data.

Figure 1 shows three sections of the test rig. Section one on the
left includes an overhung disk, an ER damper actuator, a rotating
shaft and bearing supports. Section two in the middle contains a
pair of bearing supports, a jackshaft and an air turbine wheel with
brake disk. Section three at the right has an adjustable frequency
motor ~0–25,000 rpm! with an accuracy of 1 rpm. The minimum
controllable speed is 2000 rpm. A flexible coupling connects the
main shaft and jackshaft to isolate the vibration transmitted from
the motor. The air turbine is mounted on the jackshaft to help the
rig start up and is also used for running speeds below 2000 rpm.

Another flexible coupling connects the jackshaft to the motor
shaft. It contains a one-way clutch with maximum torque capacity
of 8.3 N-m ~73.6 lb-in.! in one direction and with free slip in the
other direction. The diameter and thickness of the overhung rotor
disk are 102 mm~4.0 in.! and 19 mm~0.75 in.!, respectively. The
length of the main shaft is 568 mm~22.37 in.!. The bore edges of
the damper housing were rounded to prevent arcing between the
whirling sleeve and housing. The squirrel-cage beams are 37 mm
~1.45 in.! long with a diameter of 7.6 mm~0.3 in.!. Nine of these
beams produce the desired first critical speed. The seals used to
prevent the leakage of the ER fluid are made of a 0.8 mm~1/32
in.! thick nonconducting sheet to increase both the mechanical
strength and breakdown voltage of the seal. A 4.8 mm~3/16 in.!
wide straight slot was machined into the base plate for the purpose
of maintaining rotor system alignment.

Fig. 1 Rotordynamic test rig for the ER damper

Fig. 2 Cross section of the ER damper
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The ER Fluid
A good ER fluid for rotordynamic application in aircraft en-

gines should have most of the following features:

1 chemically and physically stable, so the ER effect remains
constant with time

2 low viscosity at zero voltage
3 high yield shear stress with applied voltage
4 low conductivity and high breakdown voltage
5 no sediment, i.e., no forced circulation of the fluid should be

required
6 high operating temperature, i.e., not a water based fluid

Several donated samples of commercially available ER fluids
were first used in the test rig without good results. Some were too
viscous without voltage and some were too difficult to keep
mixed. Obtaining a satisfactory ER fluid would be a major con-
cern if the ER damper were to be adopted for operational use in
aircraft engines. Two types of homemade ER fluids were found to
work better in the laboratory and so were used in this research.
They were formulated using cornstarch and polydimethylsiloxane
fluid ~silicon oil!. The first one was a mixture of 350 CS liquid
and cornstarch in 2:1 ratio by mass. This combination was chosen
for its relative chemical simplicity and its successful previous ap-
plication @4#. The results described below from the first ER fluid
~350 CS! indicate that the 350 CS oil was too thick for use in this
application because:~1! it was difficult to pump the ER fluid into
the damper housing;~2! controllability of the damping was poor;
and ~3! the residual viscous damping was too high~the damping
values are presented later!. Therefore, a second ER fluid was
made by mixing 10 CS fluid with cornstarch in 4:1 ratio by mass.
This fluid turned out to be much better for the purpose of these
tests. Its baseline viscosity was not too high but it could still be
turned solid with a high voltage. It should be noted that these two
formulations of ER fluid were used for purpose of this project
only and would not have any of the other desirable operational
properties listed above for aircraft engines~items 1, 4, 5, and 6!.

Instrumentation
The basic instrumentation used in the tests included a pair of

proximity probes, an optical probe, a shaker system with imped-
ance head, a synchronous tracking filter, and a dynamic signal
analyzer. The proximity probes were orthogonally mounted on the
housing cover to measure the relative vibration between the shaft
and damper housing. Most of the vibration measurements to be
described below are from these horizontal and vertical probes
mounted just outboard of the bearing pedestal containing the ER
damper. They will be referred as bearing no. 1 probes, but it is
important to remember that they are actually a slight distance
outboard of the bearing. An optical probe was used to measure the
rotating speed of the main shaft by placing a black marker on the
shaft.

The tracking filter provides both synchronous vibration ampli-
tude~2-channel! and phase, and speed of a rotating shaft. In these
experiments, the tracking filter was first used to balance the rotor
and later to provide the feedback control system signal. The im-
pedance head was used to measure driving-point frequency re-
sponse of the rotor, thus identifying the damping coefficients of
the ER damper. The dynamic signal analyzer has a special feature
that allows transfer function curve fits for parameter identification.

The extended instrumentation included a PC computer with a
12 bit A/D board and a computer controlled high-voltage ampli-
fier. Maximum A/D throughput depends on the operating mode
and can be up to 50,000 Hz. An on-board25 volt reference can
be used to provide analog outputs in the zero to15 VDC range,
or external references~max. 10 VDC! can be used for other de-
sired output ranges. This analog output signal was used as the
control signal for the voltage applied to the damper. In this study,
channel zero was used to control the high-voltage amplifier.

The Control System
The control system requires a high-voltage amplifier, which has

unique specifications for this application. The unit is designed to
allow amplification of an analog voltage in the range zero to110
V. The gain of this unit is set at 500, so that the maximum output
is 5000 volts and 2 mA. The input terminal of the unit is a 3-pin
DIN socket which accepts analog voltage in the range zero to110
volts. The input circuit is fully isolated from the high voltage
output to prevent ground loops and to protect the computer from
high voltage transients. There is a set of binding posts on the side
of the unit, which are provided to monitor the actual high voltage
output. The scale factor for this output is 0.001, meaning that a
one volt signal indicates 1000 V at the high voltage output. Al-
though this unit is not perfect~about 350 V offset at 60 percent
setting.!, it did provide a controllable high voltage to the ER
damper. Detailed specifications of the high voltage amplifier can
be found in Ying@5#. The analog output signal from the computer
~which determines the voltage applied to the ER damper plates!
was regulated by special software written for this application. The
control algorithms will be discussed below.

Bearing Support Stiffness
Static tests were performed on the rotor at each bearing of the

main shaft to determine the bearing support stiffness. A force
transducer was screwed onto a heavy steel block, and the block
was placed under the shaft close to the bearing. A bolt was then
placed between the shaft and block, one end reacting against the
force transducer and the other end on the shaft. A dial gage
~0.0005 in. resolution! was used to measure the deflection of the
shaft where the force is applied. Turning the nut along the bolt
varied the static force. This worked well and was repeatable for
measuring the stiffness in the vertical direction. The rap tests de-
scribed in a following section were used to determine the horizon-
tal stiffness.

Figure 3 shows the static stiffness results for bearing 1~the ER
damper end!. The straight line on the graph is a fit to the plot of
the measured data~also shown on the graph!. The same test pro-
cedure was performed for bearing 2~coupling side!. The uncer-
tainty of this data is unknown, but the stiffness values agree well
with those obtained from independent rap tests. The overall aver-
age stiffness of each bearing was obtained by averaging several
static test results. The values were found to be 1.63106 N/m
~9148 lb/in.! for bearing 1 and 26.33106 N/m ~150, 276 lb/in.! for
bearing 2. The rap test results presented below show that the
horizontal and vertical stiffness values are closely similar.

Free Vibration Measurements
Rap tests~response to impact! were performed on the rotor to

get the free vibration frequencies and logarithmic decrements in
the time domain. Rap tests give satisfactory results for lightly
damped mechanical systems with widely separated modes, but

Fig. 3 Curve fit for bearing no. 1 stiffness
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heavily damped mechanical systems with closely spaced modes
create problems for the test. Ying@5# shows how the ER damping
changes the mode shapes of the test rig.

With light damping the first mode of the test rig has only a
small amount of shaft bending, due to the soft bearing support. In
that case most of the relative displacement is at the support con-
taining the damper. The rap tests with no ER fluid revealed a
natural frequency of 101 Hz in the horizontal direction~X-probe!
and 102.5 Hz in the vertical direction~Y-probe!. The time trace
showed that the vertical direction~Y! had a smaller damping ratio
than that of the horizontal direction~X!. A frequency spectrum of
the rap test, from the horizontal probe at bearing 1 with no ER
fluid, is shown in Fig. 4. Note that there are two close peaks, 101
and 120 Hz, respectively. The damping in this case was light,
around six percent of the critical value for the system. The critical
damping ratio was calculated by using the logarithmic decrements
of the time trace where the first mode is the dominant frequency
@5#. Selecting optimum impact locations to excite the desired
modes can vary modal participation in rap tests. The critical
damping ratio with no ER fluid was around 6 percent and 4 per-
cent for the horizontal direction~X! and the vertical direction~Y!,
respectively.

The same rap tests were performed with zero to 2500 V applied
to the ER damper, filled with the 350 CS fluid. The rap test spec-
trum with no voltage applied to the fluid is shown in Fig. 5. Two
dominant peaks now appear in the rap test frequency spectrum of
the damper with the ER fluid. This fluid is so viscous that it
constrains the motion at the bearings, makes the bending mode
more dominant, and raises its frequency. These effects become
even more pronounced when voltage is applied. The time traces in
these cases do not exhibit a pure frequency, so the logarithmic
decrement is difficult to accurately determine. The damping is
estimated from to be between 13 percent and 25 percent of the
critical value, with high uncertainties.

The rap tests were repeated for the 10 CS ER fluid. The damper
had to be reassembled for changing the fluid. It was difficult to
keep the same damper assembly conditions, e.g., tightness of the
squirrel-cage beams, for every reassembly. Therefore, the natural
frequency without the ER fluid was slightly different after reas-
sembly but the damping was still about six percent of the critical
value. A free vibration decay trace with 10 CS fluid and with
applied voltage of 500 V is shown in Fig. 6. The first mode is seen
to be dominant here. The percentage of critical damping is shown
on the plot. Raising the voltage by a factor of five~to 2500 V!
raises the damping ratio about 20 percent. Comparison of the rap
test results at zero voltage showed that the 350 CS fluid provided
much more damping than the 10 CS fluid because of the baseline
fluid viscosity. This turns out to be a very important factor when
developing an active control scheme. The 10 CS fluid is to be
preferred~see@3# for some analytical insight!.

Not shown here are the measured differences between the hori-
zontal and vertical free vibration responses with the 10 CS fluid.
They show an exponential decay in the horizontal direction~X
probe! and a linear decay in the vertical direction~Y probe!. The
linear decay indicates that the system contains Coulomb damping
@6#. It is unknown why the horizontal direction did not reflect a
strong Coulomb damping effect. It is clear, however, that the ER
fluid provides both viscous and Coulomb damping to the system.

It was also noted that the linear decays in the vertical direction
appeared only for the first three peaks. The decay was exponential
after the third peak. This suggests that the 10 CS fluid produced
Coulomb damping for large displacements and viscous damping
for small displacements in the vertical direction. For the Coulomb
case~linear decay! an equivalent viscous damping coefficient and
damping ratio can be calculated from the free vibration measure-
ments. They are a function of the exciting frequency and response
amplitude. These coefficients alone cannot limit the amplitude of
unbalance response at the critical speed. Vance and San Andres
@3# discuss proper use of these coefficients.

Effect of the ER Damper on the Imbalance Response of
the Test Rig

Runup imbalance responses and whirl orbits were measured on
the test rig at the damper location. These tests show how the ER
damper affected the rotordynamic performance of the test rig. The
test consists of two parts~1! the response without the ER fluid,
and ~2! the response with the ER fluid while applying various
voltage levels. With no ER fluid, the maximum whirling ampli-
tude occurred at 6000 rpm, which indicates that the baseline first
critical speed is 6000 rpm~100 Hz!. All the responses were syn-
chronous with shaft speed.

The orbits of the rotor at 6000 rpm with and without ER fluid
~350 CS fluid! are seen at the top of Fig. 7. The whirling ampli-
tude at the first critical speed is reduced from a maximum of 0.3
mm ~12 mils! p-p ~empty damper! to 0.06 mm~2.3 mils! p-p ~0 V

Fig. 4 Rap test spectrum, X, no ER fluid

Fig. 5 Rap test spectrum, X, 350 CS fluid, no voltage

Fig. 6 Time trace, 10 CS fluid, 500 V
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with 350 CS ER fluid!. The effect of the applied voltage from zero
to 2500 Volts is relatively small. The bottom of Fig. 7 zooms the
inside portion of the orbits to show how they change with applied
voltage. It is seen that 500 volts reduces the whirling amplitude
down to 0.05 mm~2.1 mils! p-p, but the applied voltage does not
reduce the whirling amplitude any more. The higher applied volt-
age only changes the shape of the orbit. There is no distinction of
the orbits for applied voltages above 1500 V. This indicates that
there is a value of optimum damping that has been exceeded with
the 350 CS fluid.

The optimum damping minimizes the whirling amplitude at the
critical speed. Since the ER fluid reduces the critical speed ampli-
tudes, and since it is known that purely Coulomb damping cannot
do this @3#, it is clear that the ER fluid produces a considerable
amount of damping that is not of the Coulomb type. This non-
Coulomb damping is seen here to increase with applied voltage.

The orbits are also recorded at the second critical speed~8000
rpm! and shown in Fig. 8 for various applied voltages. It can be
seen that the higher the applied voltage, the larger the whirling
amplitude. The increased damping~or friction! of the 350 CS ER
fluid with voltage is constraining the bearing support and causing
the rotor to bend more, thus increasing the response of the second
mode.

Figure 9 shows the orbits with various applied voltages for the
10 CS fluid at 5800 rpm~first critical speed!. The whirling ampli-
tude reduces from 0.19 mm~7.5 mils! p-p at 0 V down to 0.10
mm ~4.1 mils! p-pat 2500 volt. This figure shows that, with the 10
CS fluid, the higher the applied voltage the smaller the whirling
amplitude. The maximum whirling amplitude is reduced about 45
percent at 2500 V compared to the zero volt amplitude. At the
second critical speed~8000 rpm!, the 10 CS fluid with no voltage

does not increase the amplitude, but does increase it up to 80
percent higher than the baseline as the electric potential is raised
to 2500 volts and the rotor is forced to bend in the second mode.

The orbits provide information only at a particular speed. The
overall amplitude response for the entire operating speed range is
shown in the rotor imbalance response curve, or the so-called
Bode plot. Figure 10 shows a family of Bode plots, taken from the
horizontal probe at bearing 1, with various applied voltages using

Fig. 7 Rotor orbits at the first critical speed with the 350 CS
fluid

Fig. 8 Orbits at the second critical speed with the 350 CS fluid

Fig. 9 Orbits at the first critical speed with the 10 CS fluid

Fig. 10 Measured Bode plots with 350 CS fluid „X…
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350 CS ER fluid at speeds ranging from 1000 rpm to 9500 rpm.
The first critical speed is 6000 rpm, which corresponds to the first
peak. The 350 CS ER fluid with increasing voltage suppresses
vibration through the first critical speed and magnifies the vibra-
tion above the first critical speed.

The same runup tests were performed with the 10 CS ER fluid.
It should be noted that the reassembled damper had a slightly
different first natural frequency and modal damping with no fluid.
Figure 11 shows all the imbalance responses in theX direction for
different applied voltages. The peak amplitudes at the first critical
speed decrease with the increasing applied voltage, but the vibra-
tion amplitudes around the second mode increase slightly with
increasing applied voltage. It was found that the first critical speed
~peak location! was increased by 400 rpm in theX-direction and
by 200 rpm in theY-direction, respectively, while increasing the
applied voltage from 0 to 2500 V. Comparing the runup imbal-
ance responses with the two fluids without active control, one can
say that the 10 CS ER fluid is to be preferred in this test rig.
Clearly, there is an optimum formulation of the ER fluid for a
given application that has the best characteristics of both effective
damping and effective stiffness.

Figures 10 and 11 were used later to help determine the best
‘‘ON’’ and ‘‘OFF’’ speeds of the bang–bang control logic for the
control system. This is discussed in a following section.

Bearing Loads
Two potential benefits of using variable rate dampers in aircraft

turbine engines are~1! the avoidance of rubs between the rotor
and stator near the critical speeds, and~2! a reduction of the
dynamic bearing loads for supercritical operations. Benefit 2 is
illustrated in Fig. 12, the bearing force transmissibility plot for
three values of viscous damping@7#. High bearing support damp-
ing decreases the imbalance response of the rotor at the first criti-
cal speed and reduces the dynamic load transmitted through the
bearing at the critical and lower speeds. But for high operating
speeds, bearing support damping should be as low as possible in
order to reduce the dynamic bearing loads. The bearing loads with
the 10 CS fluid were calculated at applied voltages of 0 and 2500
V, respectively, using the identified bearing stiffness and damping
coefficients at various speeds. The bearing loads corresponding to
2500 V were found to be higher than those with zero voltage at
speeds only slightly above the first critical speed, as shown in Fig.
13. This suggests that zero voltage~i.e., low damping! should be
applied to minimize the dynamic bearing load at these speeds.
This was one of the factors influencing development of the active
control logic.

Impedance Measurements and Curve Fitting
Frequency response transfer functions~FRF! were measured

with the impedance head and curve-fitted to determine the un-
damped natural frequency and the critical damping ratio of the
rotor-bearing system. The shaker was attached to the overhung
disk and suspended by a pair of long rubber ropes. The shaker
power amplifier was excited by random noise~frequency range
from 50 to 450 Hz!. The excitation force and response accelera-
tion signals were fed into the signal analyzer. The power amplifier
was manually adjusted so as to maintain the response amplitude
around 0.025 mm~1.0 mil! p-p. The driving-point transfer func-
tions were averaged 100 times. The frequency response functions
in the range of 50 to 200 Hz were chosen for display and curve
fitting. The signal analyzer listed the corresponding poles and ze-
ros in a ‘‘fit table.’’ The user should be able to judge the selection
of the pole~s! of interest based on experience or some other avail-
able information~e.g., runup results!. This is not difficult to do for
a lightly damped linear system with distinct and dominant peaks
in the frequency spectrum. This system, however, was heavily
damped with closely spaced resonances and the damping is not
purely viscous. The results of this procedure therefore have a high
uncertainty, probably in the range of6 50 percent. The amplitude
of the frequency response function at the undamped natural fre-
quency was read from the FRF and the damping coefficient was
computed asC5vn /FRF. The resulting damping coefficients
with the 10 CS fluid are presented in Table 1.

Control Schemes Implemented for the ER Damper
One of the incentives to test the ER damper was to verify its

suitability for a feedback control system. The control system con-
sists of two parts. One is the control system hardware, which
includes the damper actuator, probes, measuring instruments,
computer, A/D board and high-voltage amplifier. The other is the
software, i.e., the digitized control law. The project sponsor pro-
posed the first version of control logic. After discussions with the

Fig. 11 Measured Bode plots with 10 CS fluid „X…

Fig. 12 Theoretical dimensionless bearing force versus fre-
quency ratio for three damping ratios

Fig. 13 Dynamic bearing loads calculated from the measured
stiffness and damping coefficients, 10 CS fluid
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authors and several iterations, a final version of this control law
was ready to try with the hardware. The basic concept of this
control logic was to repeatedly compare the measured vibration
with a predetermined reference level and vary the ER voltage to
keep the rotor vibration level as close as possible to the reference
without exceeding it. This control logic would minimize the bear-
ing loads whenever the vibration level is below the reference level
because the ER damper would be turned off. Although this ap-
peared perfect on paper, numerous problems appeared when put-
ting it into practice. There were some constants in the code that
had to be determined by experiment, which turned out to be quite
difficult. Some other ‘‘fatal’’ errors were detected while testing
the code~e.g., dead loop in comparing measured vibration level
with a predetermined reference level!. In order to move the
project along, a much simpler ‘‘ON’’ and ‘‘OFF’’ control logic
~sometimes called a bang–bang control system! was developed.
This logic uses vibration only or speed only or both vibration and
speed as a reference to determine the desired state. It was found
that choosing speed only as a ‘‘ON’’ and ‘‘OFF’’ reference was
better than the others since the amplitude versus speed character-
istic of the system was well known. The bang–bang control
worked so well and was so simple that the initial logic was
abandoned.

Studying Fig. 10 for the 350 CS fluid, one could see that the
damper should be turned ‘‘ON’’ when the speed reaches 5400
rpm and turned ‘‘OFF’’ when the speed passes 7100 rpm. The
‘‘ON’’ condition means the applied voltage is not zero. The out-
line of the overlapped area on Fig. 10~the envelope under all the
curves after discounting the curve with no fluid! is the expected

imbalance response which has minimum vibration for the entire
speed range of 1000 rpm to 9500 rpm. The voltage applied in the
‘‘ON’’ condition with 350 CS fluid was chosen to be 1000 V
because it gives a vibration level very close to minimum with just
a moderate amount of applied voltage~saving power consump-
tion!. The ‘‘OFF’’ condition is supposed to be 0 V. But the high
voltage power supply used in this research has about 350 V DC
offset at zero input. Therefore, it made the actual controlled im-
balance response, shown in Fig. 14, shift a little from the expected
imbalance response. The dotted lines are the expected response
and the solid lines are the measured runup imbalance responses
using 350 CS ER fluid incorporated with the control system.

The same procedure implemented with the 10 CS fluid yielded
the runup response shown in Fig. 15. In this case 2500 V was
applied between 3800 rpm and 6800 rpm. There is more discrep-
ancy here between the expected and actual curves because elec-
trical arcing problems required the test rig to be disassembled and
rebuilt immediately after the uncontrolled tests.

This actively controlled damper does not produce the same kind
of damper forces as the on-off control scheme modeled by Vance
and San Andres@3# because it turns out that ER damping is not
purely Coulomb as had been earlier assumed. Nevertheless, it can
be seen that the bang–bang control logic does produce results
similar to the response predicted in that reference. It is simple,
feasible, and works well to minimize the vibration amplitude re-
sponse at the first critical speed and to minimize the dynamic
bearing loads at higher speeds.

Conclusions

1 A rotordynamic test rig was designed and constructed with
an ER bearing damper that could be actively controlled by varying
the voltage applied to the ER fluid.

2 Suitable ER fluids were not found to be commercially avail-
able ~after considerable effort!, neither for a bearing damper in
aircraft engines nor for the conditions of the laboratory test rig.
Fluids suitable for laboratory testing were concocted in the labo-
ratory. Two fluids were concocted and used, with zero voltage
viscosity of 10 CS and 350 CS.

3 The lower viscosity fluid was found to work better in the test
rig because it amplified the second critical speed much less than
the higher viscosity fluid, even at zero voltage. This finding would
be generally true for rotor bending modes in aircraft engines as
well because of their lightweight flexible structures~although the
viscosity values could change with the application!.

4 The ER fluids tested showed free vibration characteristics
indicating Coulomb damping under some conditions and viscous
under other conditions. The measured attenuation of critical speed
peaks with increasing voltages indicates that there is a substantial
amount of truly viscous damping produced by the ER damper.
The type of damping observed could not be predicted a priori.

5 Equivalent viscous damping coefficients were measured us-
ing impedance transfer function methods, but the value uncer-
tainty is large due to closely spaced resonances and the fact that
the ER damping is not purely viscous.

6 An on–off ~bang–bang! control logic was developed and
implemented to actively control the bearing damping in the test
rig. It proved to be successful, to the point of discouraging efforts
to prove out a more sophisticated scheme.

Fig. 14 Measured runup response with 350 CS fluid and the
control system „solid line …. Dashed line is expected.

Fig. 15 Measured runup response with 10 CS fluid and the
control system „solid line …. Dashed line is expected.

Table 1 Identified damping coefficients, 10 CS fluid
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7 The system tested was the best and most cost effective that
could be identified in an extensive paper study by Vance et al.@1#.
But the experiments reported here exposed practical problems
with electrical arcing, poor availability of proper ER fluids, and
the required physical size and weight of the ER damper. They all
combine to raise serious questions as to whether this system could
really be superior to the passive squeeze film damper as currently
used in most aircraft engines.
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1997 Soichiro Honda Lecture:
Pathways to Achieving a New
Generation of Engines for
Personal Transportation
As we move into the twenty-first century the spread of affluence to a greater portion of an
ever growing world population, coupled with dwindling reserves of crude oil, will make it
imperative that we simultaneously protect our environment and enhance the fuel effi-
ciency of transportation vehicles. Although reduced vehicle weight is the major contribu-
tor to conservation, it is argued that safety considerations limit vehicle size reduction. The
engine thus remains an important component in meeting the needs of the new century; it
is the primary subject of this lecture. The lecture first specifies those areas of engine
design which provide the best opportunities for changes that will meet the needs of fuel
economy and reduced emissions at an affordable cost. The discussion then concentrates
on defining the pathways to achieving such goals. In particular, the tools available to
perform the needed studies are discussed. The lecture ends with a discussion of the types
of programs and methods of technical interchange required to produce a new generation
of engines.@S0742-4795~00!00202-7#

Introduction
The focus of this lecture is to explore some of the directions

that can be taken to develop engines for personal transportation
vehicles to be used in the next generation. The timetable is uncer-
tain, because technology is moving us toward more rapid change.

Because the vehicle is a complex system the best trade-off for
engine characteristics depend on technology developments for all
the vehicle components. For example, consider engine weight and
its effect on fuel economy. We all know that vehicle weight is
highly correlated to fuel economy, but in trading off engine cost
and reliability against engine weight one might not change to a
lighter design if the engine weight is a small fraction of the ve-
hicle weight. But it must also be remembered that a heavy engine
requires a stronger supporting frame so that it influences total
vehicle weight more than just its own contribution. I’m sure that
you can think of many other, perhaps more important, examples
of such engine-system interactions such as the effects of engine
torque-speed characteristics on the drive train. Of course engine
efficiency and vehicle weight are not the only factors that deter-
mine fuel economy. Data supplied by USCAR show that for an
intermediate size car operating over the federal driving cycle at
70 °F ~21 °C! ambient, the fuel energy is distributed as shown in
Table 1.

As can be seen the components other than the engine use 20.4
percent of the fuel energy. Because many advances have already
been made in aerodynamics, tire design and drivetrain efficiency it
is doubtful that more than a total 2 percent gain can be made due
to further improvements. Braking energy can be recovered if a
storage system is used, but although useful for buses, the applica-
tion to personal cars is of doubtful cost effectiveness. The largest
potential gains are therefore from engine improvements.

The point here is that any discussion of future engine technol-
ogy cannot be isolated from the effects of other vehicle technolo-
gies. It is beyond my ability to cope with this broad question and
thus this lecture is, at best, incomplete.

Similarly, other external influences which will shape the nature
of future vehicles must be considered; the effects of these influ-
ences are even less predictable. These influences are illustrated by

1 customer preferences
2 governmental regulations
3 transportation system infrastructure
4 energy source technology
5 global political stability
6 growth of domestic and global economics

I shall give a very brief heuristic discussion of these factors to set
the stage for the main discussion of engine technologies.

Customer Preferences. In an invited lecture at Madison, Dr.
Bill Agnew once stated that ‘‘engines don’t sell cars.’’ As dis-
agreeable as this is to engine engineers it is nevertheless a fact of
life. In part, this is due to the excellent performance of today’s
engines and drive trains. Catch phrases such as ‘‘thirty-two
valves’’ and ‘‘raw power’’ may help a car’s image among some
portions of the buying public, some may even worry about own-
ing an under powered luxury car, but many other factors such as
sticker price, dependability, dealer reputation, appearance and
comfort play a more significant role. Certainly, fuel economy in
the present U.S. market is not much of a factor given the low cost
of fuel. If past observations hold, it is fuel availability concerns
that can have the greatest effect and for now that is not a public
concern.

With the reduction of size of even the ‘‘full size’’ cars the U.S.
public has moved toward vans, sport utility vehicles and light

Contributed by the Internal Combustion Engine Division of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FORGAS TURBINES AND POWER. Manuscript received by the ICE
Division June 1, 1999; final revision received by the ASME Headquarters August 31,
1999. Technical Editor: D. Assanis.

Table 1 Where the fuel goes „USCAR…
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trucks. These vehicles serve the lifestyle of many baby boomers.
We must recognize, however, that demographics show an aging,
but more affluent population. Seniors favor larger cars for both
comfort and safety. The safety issue is well founded, because
larger cars are safer and older people are much more vulnerable to
injury as shown in Fig. 1@1#. In addition, the number of involve-
ments per mile driven adds to fatalities. Both factors then contrib-
ute to the fatality data shown in Fig. 2@2#. After 2005 the fraction
of the U.S. population over age 65, will grow dramatically, as
shown in Table 2@3#. The health of the seniors will be very good

and thus they will continue to affect the marketplace longer. At
the same time it may be expected that the younger portion of the
population will be more economically stressed by the need to
support the less fortunate portion of the elderly. The challenge to
automotive engineers is to meet these changing needs while con-
tinuing to meet the government imposed regulations on safety,
fuel economy, and emissions.

Government Regulations. Government regulations for
safety, corporate average fuel economy~CAFE! and emissions
have continuously challenged the automobile industry and have
undoubtedly also increased the sticker shock of consumers. But
the result has been needed changes that might not have been
made, given only the forces of consumer preference. Despite the
dramatic reductions in emissions and significant improvements in
fuel economy the nonattainment of air quality standards in cities
and the growing consumption of foreign crude oil continues to
plague the nation.

One must agree that increased taxation of fuel to European
levels would help to solve these problems in the U.S, but it is
doubtful that this is sufficient since Europe has high fuel prices,
but air quality and consumption problems. It can also be argued
that increased fuel taxation could be used to improve the trans-
portation infrastructure in congested areas and thus improve fuel
economy by changing the urban-driving cycle. Of course better
highway infrastructure would also discourage the use of public
transportation and thus its development. Because state govern-
ments are being encouraged to find ways to improve air quality
we can expect more and more local restrictions, regulations and
encouragements aimed at improving the very low 1.5 passenger-
per-car average of U.S. commuters. Such interference in lifestyle
will most likely find even more public resistance than higher taxa-
tion. Death and taxes are after all accepted as inevitable, but free-
dom of mobility is taken as a birthright.

Given the low probability of solving problems through taxation
or changing human behavior it is most likely that the path will
continue to be one of regulation by CAFE requirements and emis-
sions standards.

The Tier II light duty vehicle~LDV ! gram-per-mile pollution
limits of the 1990 Amendments of the Clean Air Act of 1.7 for
CO, 0.125 for nonmethane hydrocarbons, and 0.2 for NOx can be
expected to come about in 2004; EPA will find them necessary,
feasible and cost effective. At the same time durability is already
being extended to 100,000 miles. In addition, LDV cold start
~20 °F! and evaporative emissions regulation will most likely be-
come more stringent. Some states may even elect to follow the
more stringent California standards. The California Ultra-low
Emissions Vehicle~ULEV! requires particulate mass levels of
0.04 g/mile for diesels. At these low levels it would seem likely
that other engines will also need to meet such a particulate stan-
dard.

The increase of CAFE requirements are not apt to be supported
as strongly politically as are emissions reductions as long as fuel
is available and more stringent emissions standards can be
achieved. The current goal to produce an 80 mile per gallon car
may be achieved, but unless such cars find consumer acceptance
they may not have much effect on CAFE.

Transportation Systems Infrastructure. Keeping the cur-
rent highway infrastructure in repair is the current challenge, dra-
matically improving it to take advantage of new technologies or to
provide alternative transportation choices is improbable given
economic restraints and the demographics already discussed. For
larger cities some combination of an on-road hauler and small,
electric or alternative-fuel-powered vehicles is technically fea-
sible, but expensive. Such a system does allow use of a special
personal vehicle designed for short, lower speed trips since the
hauler would carry it and its passenger~s! for the longer high-
speed portions of the journey. The concept is now available for
intercity transport on Amtrak, but it is expensive and restricting.

Fig. 1 Fatality risk from similar physical insults for males and
females relative to the same reference case †1‡.

Fig. 2 Car driver fatalities per billion km of travel versus age
and sex †2‡.

Table 2 Percentage of population over age 65 †3‡
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An intracity version to be effective means purchase of a special
personal vehicle, perhaps electric powered, which is of very re-
stricted utility. Currently cost/benefits considerations do not favor
such a system over more conventional public transport.

A second part of the transportation infrastructure is the fueling
system which is currently designed to supply gasoline and to a
limited extent diesel fuel at almost every location in the U.S.
Supplying transportation power via the electric power grid would
require an enormous change in the electric power production and
delivery. The gasoline sold in the U.S. during 1996 had a total
available energy of 5 billion MW-hr, and the total-net-energy-for-
load of electricity produced was 3.25 billion MW-hr. If all cars
were electric, and using an efficiency factor ratio of 3, the autos
would have used about 50 percent of the produced electric power.
To be realistic, we must consider hybrid systems where hydrocar-
bon fuel energy is converted to electric energy on board each
vehicle. The advantages of such a system are probably restricted
to urban driving where sustained high power demands are seldom
encountered. The cost of the system is apt to be high for a special
purpose vehicle. Still, local laws might force commuters to use
such vehicles or all electric vehicles if severe environmental con-
ditions similar to those in Southern California become common.

An alternative to more fuel efficient vehicles is to reduce travel
by use of electronic communications. Teleconferencing, working
at home using a computer, and shopping by electronic ordering
are examples of travel-saving already being used. However, sub-
stantial changes in human social behavior will be needed to make
such solutions productive and popular. If such technologies do
have an impact, they will undoubtedly increase the percentage of
shorter trips. Trips of under 15 miles are already most frequent
@4#. Under urban driving conditions it takes about 15 miles of
driving to reach fully warmed-up conditions. At 0°C ambient it
took about 2 miles of travel to reach 50 percent of warmed-up fuel
economy for 1960’s era cars@5#. Undoubtedly this distance is
shorter for modern cars, but I could find no similar data for 1990’s
cars.

Energy Source Technology. While the growth of free mar-
kets should bode well for the world economy it also indicates a
potentially large increase in global fuel consumption. Even with-
out such growth, it is expected that fuel costs will rise early in the
next century due to competitive demand for crude oil. Those
countries that have taken care to be efficient users of energy will
have an economic advantage in the global markets. Unfortunately,
technologies which have promised new energy sources, such as
fusion power, have not progressed at the anticipated rate. Simi-
larly competitive powerplant technologies, such as fuel cells and
batteries, have also been slow to develop. Energy can be obtained
from biomass, wind energy, and tidal energy, but the impact will
remain small. Conversion of natural gas to liquid fuel offers a
significant source, but uses a fuel already valuable in its natural
form for stationary power and heating. Conversion of coal is a
final solution, but a very expensive process with potentially unde-
sirable environmental and social effects.

Table 3 shows data on energy reserves from these various
sources. Based on the reserves and current use levels it would
seem that we have no immediate problem, but it must be remem-
bered that world use may rise sharply and that many reserves will
be costly to recover. At a sustained global economic growth rate
the reserves can be estimated to last about half as long as at the
1993 rate. North America has only 8 percent of the natural gas
and crude oil reserves.

Although the comments above give little importance to alterna-
tive fuels, there is a place for a fuel such as DME,1 produced from
natural gas, for use in special nonattainment areas such as South-
ern California. Used in diesels it could allow the diesel to play a
part in personal transportation providing both low emissions and

excellent fuel economy. In the longer run its production would
allow use of natural gas for transportation uses as crude oil be-
comes scarce@7#.

Global Political Stability. One cannot help but notice that
the largest oil reserves are located in areas of least political sta-
bility or under the ocean. Instability leading to internal strife can
cause large losses in production; witness the drastic change in oil
production from the former Soviet Union. While a global alliance
of concerned countries may use military power, as in the Gulf
War, to stop aggression by one state against another, it is more
difficult and protracted to do so in the case of civil strife. It does
not seem that there is any direct scientific solution to such prob-
lems, only the indirect use of technology to keep the armed forces
of peaceful democratic countries far superior to all others.

Growth of Domestic and Global Economies. The ties be-
tween global economic growth and growth in use of energy have
already been mentioned and are obvious. It is therefore important
that the technologies developed to produce clean and efficient
forms of personal transportation be available to all peoples, not
only to the most affluent nations. This is especially true of tech-
nologies related to environmental concerns. Even now, some
countries do not have unleaded gasoline and thus cannot use the
three-way catalyst system to reduce pollutants from automobiles.
If global warming is a legitimate concern, then it adds to all of the
reasons discussed above to reduce consumption on a global basis.

Three Big Es
In his 1991 Honda Lecture, Karl Springer@8# discussed energy,

efficiency, and the environment as the ‘‘Three Big Es of Trans-
portation.’’ As discussed above, the concerns in general are much
broader, but for engineers the issues often come down to the ‘‘Big
Es.’’ Although as already discussed, vehicle efficiency depends on
many factors, the engine is the primary determiner of the other
two Es. A good engine may not sell the car, but a bad engine will
certainly do the opposite. It is thus important that the new genera-
tion of engines not only solve the problems of the three Es, but
also meet all the ‘‘Three Big Ds,’’ driveability, dependability and
durability. At the present time the direction of engine type to
achieve these goals is in a state of discussion with no ‘‘super
highway’’ leading to a clear solution. From purely an efficiency
standpoint the diesel engine is probably the short term choice.
Table 4 was prepared with the help of friends in the industry. The
numbers are probably contentious, but I believe the ranking is
correct. It is not the purpose of this lecture to advocate a particular
technology, but rather to explore the basic principles which may
guide the way to a new generation of engines and then to suggest
research pathways that may help to define the engine. Some tech-
nologies are, nevertheless, not considered because they do not
appear practical. The fuel cell is one of these, because hydrogen is

1Dimethyl ether, CH3OCH3; data available since the lecture raise questions re-
garding degradation rates of DME.

Table 3 Global energy production and reserves †6‡
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not available in quantity and the technologies for producing and
storing it appear to be quite unattractive. However, work on this
technology has recently encouraged some to believe that solutions
using gasoline conversion and storing hydrogen may soon be
found. The system efficiency of such a process can be questioned;
it is certainly less than the 54 percent shown in Table 4. Similarly,
one could bet on a ‘‘miracle cure,’’ which will eliminate emis-
sions by choice of fuel or fuel-with-additive, or by a new afford-
able aftertreatment device. Such considerations are discussed
later, but not pursued in detail.

Selecting Pathways
Selecting the pathways to a future engine design would be

made easier if an optimum engine design could be defined. It is
recognized that the ‘‘Three Big Es’’ and ‘‘Three Big Ds’’ limit
the multidimensional parameter space that defines the engine de-
sign. For example, emissions regulations determine one such
boundary. Within such a restricted space the exact optimum de-
pends on the weighting assigned to each factor that defines the
optimum. Thus, for example, cost may be highly weighted for
some vehicles and lowly weighted for others. In addition, design
parameters are coupled by physical constraints. For example, four
valves may be selected to improve volumetric efficiency and head
design of a four stroke engine, but the total valve diameters are
limited by the bore which in turn is determined by bore-stroke
ratio for a given displacement and number of cylinders. In the
days of thermodynamic cycle analysis@9# such design coupling
was limited to simple considerations which could incorporate only
qualitative predictions of combustion effects. Improvements in
combustion analysis for port-injected-spark-ignited engines al-
lowed some effects of geometry to be included@10#. However, the
ability to handle direct injected engines remained limited.
Progress on computational fluid dynamic~CFD! modeling of
combustion widened opportunities for prediction, but it is only
within recent years that CFD analysis including the fluid dynam-
ics of the intake process has allowed full coupling of all param-
eters except some yet-to-be modeled aspects of two-phase flow
and cycle-by-cycle variations of the intake process@11#. This is
not to say that CFD models are now mature enough to be a com-
plete design tool. Many aspects of the physics of injection, spray
behavior, combustion, turbulence, emissions, etc., are not cap-
tured by current models. The subgrid model parameters are often
empirically manipulated to produce results that agree with engine-
out data. This should not limit the use of these models, but simply
warn us that cautious application is prudent, and careful cross
checks with experiment are required. In fact, models may be pre-
dictive for ensemble-averaged data even when they do not incor-
porate the correct single-cycle physics. An example of this is in-
cylinder heat flux where gradient models of the boundary layer

@12# imbedded in CFD programs can be quite accurate@13#, but
yet do not reflect some experimental observations of the physical
processes@14,15#.

The conclusions from the above discussion are four-fold.

1 the selection of a future engine type for personal transporta-
tion vehicles depends on the optimization definition selected,
which is not unique

2 the design of a given engine type is complicated by many
coupled parameters and thus analytical tools, including CFD mod-
els, must be combined with appropriate experiments to sort out
designs

3 the current status of CFD modeling requires additional basic
research to reduce the empirical manipulation of parameters based
on engine-out data

4 because current CFD models are incomplete, some investiga-
tions along new pathways which are dead-ended may be unavoid-
able

These conclusions should not be taken as discouraging. Although
the internal-combustion engine is technologically mature, much
room exists for improvement and invention. Let us then begin by
a critique of the good and the bad aspects of various engine de-
signs. The first step is to define the engine design categories to be
considered.

Engine Categories
Based on considerations of applicability to personal vehicles,

the categories here exclude fuel cells, Stirling engines, gas tur-
bines, and various combinations of gas turbine and/or other con-
tinuous burners combined with reciprocating engines. The remain-
ing categories may be sorted out by;~A! geometry~open versus
divided chamber!, ~B! ignition method ~spark, jet, glow plug,
compression!. ~C! fueling method~port injection, indirect injec-
tion, direct injection!, ~D! nature of the combustion process~pre-
mixed flame, homogeneous-charge oxidation, stratified-charge
with mixing controlled combustion! and ~E! type of fuel used.
Certain unusual new engine concepts do not quite fit the above
categories. For example, the use of an in-cylinder heat sink@16#,
an unconventional expansion mechanism@17#, or a valved pre-
chamber @18#. These and other unusual designs will thus be
lumped together and discussed separately from the conventional
designs. A review of older concepts is given in@19# and @20#.

In considering the geometry, open-chambers~OC! are favored
for fuel economy so that despite the many advantages of divided
chamber~DC! diesels they are being replaced by OC designs. The
DCs increased heat transfer and passage throttling losses might be
overcome by use of a ceramic prechamber or by a ceramic pre-
chamber combined with a ceramic valve in the passage. Currently
cost considerations have limited the work on such designs al-
though a natural gas stationary engine of the valved type is being
developed in Japan@18#. The DC definition may be somewhat
arbitrary. For example, a highly reentrant bowl-in-piston could be
defined as either DC or OC. Similarly, small chambers of jet
~plasma! igniters @21# or of jets for augmented mixing in diesels
@22,23# could be classified as DC technologies, if the fuel burned
in them is a significant fraction of total fuel burned. For this
lecture I shall define DC as the traditional divided chambers
where all or a significant amount of the charge first combusts in
the prechamber. Because of the fuel economy issue all such DC
designs will be excluded from the discussion. Table 5 thus lists
only OC engine concepts for use in personal transportation. To
further limit the discussion only four-stroke engines will be con-
sidered, even though two-strokes offer higher power density po-
tential. The following abbreviations are used:

BR 5 broad-range fuel
CI 5 compression ignition
D 5 diesel fuel~high cetane fuel!

DISC 5 direct-injected, stratified charge

Table 4 Estimations of best thermal efficiency for various
powerplants
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DISI 5 direct-injected, spark-ignited
DMPI 5 direct-multi-pulse injection
DSPI 5 direct-single-pulse injection

G 5 gasoline~high octane fuel!
GP 5 glow plug

HBR 5 homogeneous-bulk reaction, ‘‘flameless’’
JI 5 jet ignition, ‘‘torch or plasma’’

MCF 5 mixing-controlled flame~s!
PCF 5 premixed-charge flame

PI 5 port injection
SCF 5 stratified-charge flame

SI 5 spark ignition

The list of Table 5@24–34# could be expanded by the addition
of engines, which use various valve and/or piston mechanisms.
Piston mechanisms to replace the slider-crank@35,36#, vary com-
pression ratio@37#, or provide different expansion and compres-
sion ratios@38# have not been used for various reasons, many of
which include high retooling-cost-to-benefit-ratio and in the case
of variation of compression ratio high friction outweighing the
benefits.

Variable valve timing ~VVT ! can be used to improve the
torque-speed curve shape, optimize volumetric efficiency, control
peak pressure, reduce pumping work, and improve idle combus-
tion. With two intake valves one can control the proportions of
tumble and swirl flow at part-load in throttled engines. The largest
gains from VVT are to reduce pumping. The Atkinson cycle@24#,
which uses late-intake-closing, allows a higher expansion ratio
while keeping the compression ratio at its octane limited value.
The addition of an intercooled supercharger helps to recover the
power density and results in the Miller cycle@39#. For turbo-
charged diesels VVT to get early intake closing can result in a
small improvement in efficiency and a reduction in NOx due to
lowering of the temperature at the start of combustion. Power
density may suffer however.

Another valve control concept is to reduce engine power by
deactivating the valves on some portion of the cylinders. This was
used at one time by application of a simple valve deactivation
mechanism applicable only to push-rod valve mechanisms. A
similar simple mechanism is not available for overhead cam en-
gines and the method is no longer in use. Note also that during
deactivation oil tends to be pumped up into the cylinders which
can lead to maintenance and emissions problems. The major prob-
lem is finding low friction, low cost VVT mechanisms, although a
huge number of designs have been attempted@40# and some gaso-
line engines are now using electronic VVT. There is a good po-
tential for such devices to improve SI engines, but the application
to CI engines has less payoff.

A concept that allows very lean burning at part load in SI/PI/
PCF/G engines is to burn rich in a few cylinders and then cool and
mix the products from those cylinders with additional air and fuel
and burn the resulting mixture in the other cylinders. The hydro-
gen produced from rich burning increases the ability to burn very
lean @41#. If the rich burning is limited in equivalence ratio to
prevent soot formation the hydrogen production is limited, but the
use of a water-gas reaction catalyst can convert the carbon mon-
oxide to carbon dioxide and hydrogen. This process is now being
applied to some natural gas engines@42#. Unless the engine can be
converted to run with the equivalent of stoichiometric mixtures in
all cylinders at full load, the design limits the engine power den-
sity. The concept thus seems best suited to stationary engines
where power density is typically not an issue.

Each type of engine in Table 5 offers some advantage, but all of
the designs except the first two have limitations which have kept
them from being used in the global personal vehicle market. All of
the designs share some common limitations, these are discussed
before going on to discuss the other specific design features.

Common Problems
As discussed by John Heywood in his 1990 Soichiro Honda

Lecture@43#, second-law analysis allows one to sort out the vari-
ous causes of fuel availability destruction. Of the various causes
the ones common in importance to all engines are combustion
irreversibility, heat loss, and mechanical friction. The other losses
due to combustion inefficiency, exhaust gas available energy and
pumping-work loss vary considerably with engine type. The first
two common losses amount to about 40 percent of the fuel avail-
able energy for a part-load SI/PI/PCF/G engine@43# and about 35
percent for a turbocharged heavy duty diesel engine@44# at part
load. Unfortunately they are the losses that are also hardest to
reduce.

Irreversibility is inherent to the process of converting chemical
internal energy to thermal~sensible! internal energy by combus-
tion. Reduction of the irreversibility is favored by very high tem-
perature reactants and products, but such processes also produce
high heat transfer, high peak pressure, and increased NOx . A
portion of the thermal energy is thus always unavailable, i.e., we
cannot entirely convert it to useful work. The causes of irrevers-
ibility are fairly easy to understand for a homogeneous charge
deflagration, but much more difficult to understand in detail for
mixing controlled combustion where burning takes place at vari-
ous conditions of fuel-air ratio, air to products ratio, and reactant
temperature. In a typical modern diesel much of the fuel burns
rich by mixing with hot products and air before mixing and com-
busting to a final lean condition. The mixing processes also pro-

Table 5 Four-stroke, open-chamber engine categories
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duces a loss in available energy. The overall loss can be calcu-
lated, but the process path calculation requires a detail model of
the combustion.

Heat loss due to both convection and radiation is not recovered
in engines so it would seem prudent to insulate the combustion
chamber. However, the concept does not work well for engines
where knock limits the compression ratio@45#. In all cases a por-
tion of the energy stored by the hot surfaces of the chamber is
transferred to the intake charge and reduces the trapped masses.
For a low heat rejection diesel the trapped mass is reduced by
about 10 percent. With insulation, only a small fraction of the
additional thermal energy in the cylinder gas during expansion
goes to work, the rest goes out with the exhaust gas. Nevertheless
fuel economy is improved if the combustion process and friction
are not adversely affected by the higher temperature levels. Ad-
verse combustion effects in diesels have been observed, and it is
not understood if they can be avoided by design changes. They
appear to be caused by the deterioration of the injection process
due to the hot injector tip.

Friction between moving parts is unavoidable. In most engines
about half is due to piston ring-cylinder hydrodynamic lubrica-
tion. High piston speeds increase the friction, the effect of increas-
ing average cylinder pressure is a smaller effect. Improved piston
and ring pack design combined with improved lube oil have al-
ready reduced friction in modern engines, but we may expect
some further design improvements by application of computer
models @46#. At a fixed speed, the mechanical friction loss in-
creases as a percentage of fuel energy as the load is decreased, so
again we see the importance of the driving cycle on efficiency.

Because significantly large improvements in the common losses
discussed above are doubtful, it is very important to reduce the
other half of the losses by improved design. Before discussing
such improvements it is important to focus on the potentially best
engines among those in Table 5.

Removing the Clinkers
For those not familiar with coal combustion, I should explain

that clinkers are fused lumps of uncombustibles formed in the
ash—they get caught in the grate and must be removed. The clin-
kers in our combustion processes are combustion inefficiency, low
power density, fuel property sensitivity, pumping losses, and the
inability to reduce emissions to the atmosphere to regulated val-
ues. Of course the three ‘‘Big Ds’’ and cost must always be con-
sidered as well and provide additional clinkers.

Combustion Efficiency. Any combustion product constitu-
ents that are not equilibrium products represent a combustion in-
efficiency. All of the engine types except Type 2 engines have
significant losses of combustion efficiency because fuel gets into
crevice volumes or on surfaces where it does not combust. Cheng
et al.@47# estimate that for a Type 1 engine about 9 percent of the
fuel does not directly take part in the combustion flame process.
Figure 3 shows their results for hydrocarbon losses. Note that both
liquid phase and gas phase initial losses are significant, but that
after in-cylinder oxidation they contribute about equally to the
incomplete products leaving the cylinder. The liquid phase losses
could be eliminated by prevaporization in the port. The total effect
of hydrocarbons, carbon monoxide and hydrogen leaving the en-
gine is a 4–5 percent loss in the available energy of the fuel at part
load @24#. It is interesting to compare Fig. 3 with similar, but less
substantiated, estimates for a Type 3 engine@48#. This is shown in
Fig. 4 @48#. The numbers shown will vary a lot with the engine
design. For example, late injection typically gives high values of
unburned hydrocarbons~UHC! due to wall wetting, while early
injection should give values smaller than those of a Type 1 en-
gine. It is important to remember that the efficiency losses are
higher than indicated by the cylinder-out UHC mass because of
very late oxidation of the crevice hydrocarbons.

Engines of Type 4 combine aspects of Type 1 and Type 3, but

during starting before catalyst light-off, where UHC really count,
the engine referenced behaves like a Type 1 engine.

Type 5 engines are limited to dilute conditions, but have Type
1 crevice problems. More hydrocarbons are lost, lowering the ef-
ficiency, due to the higher compression ratio, but more will be

Fig. 3 Complete flow chart for the gasoline fuel, which enters
each cylinder †47‡.

Fig. 4 Schematic of hydrocarbon emission sources for strati-
fied charge engines. †48‡.
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oxidized in the cylinder thus lowering cylinder-out UHC. Similar
remarks apply to the fumigated fuel portion of the Type 6b
engine.

Type 6a and Type 7 engines could have lower hydrocarbons
than Type 1, more like Type 2, if stratification can be achieved.
Like all stratified engines, the UHC problem will be a problem at
low loads where exhaust temperature levels are low.

One may conclude that the diesel engine~Type 2!, except for
low loads, has the best combustion efficiency. The low load prob-
lem stems from either overpenetration because the boost is low or
from overmixing in the case of high swirl engines. If the design is
low swirl then Type 2b offers a possible solution by using split
injection @49#. An alternative would be a high pressure injector
that can vary spray penetration without sacrifice of droplet size
and can also provide the mixing momentum required for a quies-
cent chamber design.

Power Density. To achieve desirable power density, fueling
levels must be at least as high as the stoichiometric Type 1 engine
with turbocharging. All engines which are subject to knock at full
load must limit reactant temperature and surface temperatures in
the end-gas if they are to avoid knock. Type 2 engines can be
highly boosted, but are limited by peak pressure. Type 2b engines
might avoid high peak pressure by injection strategy. Type 6a is a
version of Type 2b and has a similar advantage. To achieve HBR
combustion the initial charge must be well mixed, by, for ex-
ample, spraying onto a target close to the injector. Ideally the
injector would at first inject down through one very small hole
and then radially outward as a normal diesel through multiple
holes of larger size. A single injector with such attributes is~to my
knowledge! unavailable.

The limits of power density of the DI engines depends on air
utilization achieved without creating an end-gas. Novel combina-
tions of air motion and innovative injector designs and/or opera-
tion offer potential improvements. Of course the automobile en-
gine should not be heavy, so control of peak pressure and use of
light-high-strength materials is key to power density increases.
Two-stroke devotees would undoubtedly champion their cause at
this juncture.

Fuel Sensitivity. Those engine types marked ‘‘BR’’ for fuel
category are least sensitive to fuel quality. All of the types with
‘‘HBR’’ combustion are very sensitive to fuel quality and are thus
currently impractical except for some nitch market where fuel
quality can be carefully controlled. A method to use EGR with a
control that can rapidly respond to fuel quality could of course
greatly reduce the fuel sensitivity problem. Engines that are fuel
insensitive may offer a wide appeal for a global market and for
some future time when fuel is scarce, but given tight emissions
regulations the use of a broad range of fuels seems unlikely and
thus irrelevant. It is an attribute, however, if relaxation of engine
combustion requirements allows new fuel formulations that can
lower emissions, either from the tail pipe or from evaporative
losses.

Pumping Losses. Types 1, 3, 4, and 7 all require throttling
even if only to allow use of EGR. One must remember that al-
though pumping losses are low for the Type 2 engines the loss of
energy by blowdown of the exhaust~exhaust valve throttling!
causes a loss of available energy that is significant—similar in
magnitude to pumping losses of Type 1 at mid-load. The use of a
VVT system could reduce this loss. Otherwise, the Type 2 engines
offer the best hope for efficient idle-fuel-economy.

Emissions. The three-way catalyst combined with the Type 1
engine will be hard to beat for low emissions at a reasonable cost.
Development of an efficient, low cost lean catalyst would of
course allow improvements for all lean-burn engines@50#. The
storage catalyst used in the Type 4 design causes many design
limitations, but does give a temporary solution~of sorts! for SC
gasoline engines. A Type 2b engine with a fuel additive to remove

NOx in the cylinder and with a reduced cost version of the current
heavy duty oxidizing catalyst systems would of course provide an
excellent solution.

The use of combined split injection, EGR and retarded timing
offer methods to move the NO-particulate trade-off to low values
for heavy duty engines with high pressure injection. To apply
these concepts to smaller engines will, however, require cost re-
ductions and perhaps the use of very small~below 0.1 mm! injec-
tor nozzle hole sizes. The problem aside from cost is that such
designs may produce less particulate mass but greatly increase the
number of particulates@51#. This challenges the current concept
that total particulate mass is a sufficient measurement to judge
health effects. Ultrasonics could perhaps be used to cause agglom-
eration of these small particles. The heterogeneous nature of SC
combustion can produce pockets of rich mixture that when burned
create soot. Thus the various stratified charge engines also pro-
duce engine-out particulates that may require regulation.

From these observations it would appear that a turbocharged
diesel engine using DME as a fuel gives the best solution for low
emissions and good efficiency. However, such a solution requires
a large production of DME from natural gas—this will happen
very slowly unless encouraged by some government actions that
make the higher DME fuel cost competitive. Given market forces
alone, the rise of fuel price with reduced reserves of crude oil
should cause a natural shift to natural gas and fuels produced from
it. However, the urgency of meeting ultra-low emissions standards
works against such a slow pace and thus conventional fuels must
be used in the near term solutions. The rational use of fuel re-
sources suggests that conversion of a large fraction of personal
vehicles to diesel fuel use is not consistent with current refinery
product streams. In the near term, we need to find an engine which
uses gasoline, but has the best attributes of a diesel engine. While
the Type 2c engine can burn low cetane fuels and gasoline-diesel-
fuel mixtures it cannot burn gasoline over the wide range of loads
required@26#. The current revived interest in engines of Types 3
and 4 is thus rational, but frustrating because such designs are in
fact fighting against the laws of Mother Nature. We thus ask how
to emulate the diesel’s fuel economy while avoiding its typically
high NOx and particulate emissions. Are there pathways to this
goal suggested by the previous discussion, and if so, what R and
D is needed to follow these pathways?

Pathways to a New Engine
Most of what has been said here so far is not new and certainly

offers few revelations. Unusual new designs are best illustrated by
Type 4 which combines previous concepts using a tour de force of
sophisticated controls to manage the very complex system. While
the use of controls offers great hope, controls cannot reverse the
laws of physics.

In the diesel engine the high pressure spray provides early mix-
ing without the cyclic behavior of the mixing provided by cylinder
flows. However, once the injection stops the mixing decreases.
One then needs more late mixing, but a gas phase solution to this
requires some augmented mixing device which is not practical for
small engines. Multiple-pulsed injection can help manage the
mixing problem, but is limited by combustion duration consider-
ations and the need for high pressure injection to provide momen-
tum. A means to dynamically vary nozzle hole size seems difficult
to achieve. Some means of introducing air into the fuel prior to
compression and in a controlled manner, or a way to fluidically or
electrically modulate the flow inside the injector could offer novel
control methods. For example, a short duration spark could pro-
vide control within the injector. Also, recall that in the Cummins
PT injector, combustion is thought to have occurred within the
injector due to air present in the tip. This could have been the
reason that this injector gave shorter than typical ignition delays.
We have only begun to understand the connection between the
flows within the injector and their influence on spray behavior.
Such understanding combined with innovative designs appears to
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be a pathway to improved stratified combustion. Similarly the use
of CFD and experience, to explore a wide variety of unusual
combinations of geometries and injection patterns and to evaluate
‘‘what if’’ ideas, may yet lead to lower emissions designs@52,53#.

Injectors can be designed to produce very fine mists without the
use of high pressure~see Ref.@54# as one of many examples!, but
penetration is a problem. The design must then return to the use of
fluid mechanics to provide mixing variation with load and speed.
The problems inherent to this are discussed next.

The stratified gasoline engine using low pressure injection
~Types 3 and 4! typically requires an initial lack of mixing fol-
lowed by more mixing all without use of divided chambers and
with avoidance of wall wetting. Figure 5, which is reproduced
from Ref.@55# shows some concepts of SC mixing. Ignition of the
spray by a spark close to the nozzle is difficult and may provide
fouling problems. Use of the piston to steer the spray encourages
the wall wetting UHC problem. The use of air flow provides the
best flexibility if port controls can provide the needed changes
without excessive pumping losses, however cycle-by-cycle varia-
tions cause the process to be imprecise.

The needed time variation of mixing is backward to that ob-
tained from tumble flow. Alternatively, swirl persists throughout
the process and is hard to break down at the required time. This
basic inability to provide the required fluid mechanics was pointed
out by Bracco@20# more than two decades ago. The continuing
lack of progress indicates we are indeed fighting against the laws
of physics unless some divided chamber concept is used.

The creation of the stratified mixture by the fuel injection in CI
engines allows very rapid spread of the combustion once ignition
starts. The spread is probably by a multiple-compression-ignition
process rather than by a flame propagation. Rapid surrounding and
penetration of the outer surface of the fuel-air mixture by com-
bustion reduces the chance for fuel-air mixtures to be pushed into
the surrounding air-products mixture prior to burning. For the
spark-ignition case the flame spreads out from a single point and
the expanding products push the mixture into the surrounding un-
burned gas.

The amount of mixing of the unburned fuel-air charge depends
on the geometry, turbulence, and rate of flame propagation—but
mixing will occur. This is a potential source of unburned hydro-
carbons due to formation of very lean zones of mixture not hot
enough to oxidize before exhaust-valve-opening. Even the leanest
gasoline mixtures will oxidize if hot enough, so mixing with hot,
lean products will cause oxidation if the mixture temperature gas
goes well above 1200 K and time to react is sufficient. The mixing
rate of very lean end-gas and products will depend on the chamber
geometry and turbulence level during the expansion stroke. A
large interfacial surface area between products and end-gas should
aid mixing. Obviously the temperature levels drop as load de-
creases and the chance of complete oxidation decreases. Even
high-compression-ratio diesels experience white smoke emissions
at low load if over-mixing or wall-wetting has taken place.

Rapid mixing of hot products with cooler air, cooler products or
even cool dilute reactants will reduce the NO production.~For the
latter case some scant evidence exists that NO may also be con-
verted to nitrous oxide.! Of course such rapid mixing implies
conditions which destroy stratification of the charge. Note again
that the diesel case is different because of the way the initial
combustion surrounds and penetrates the charge except close to
the injector tip. In the heavy duty case the jet is vaporized over
almost the whole length and is quite rich, with perhaps almost the
whole jet volume undergoing pyrolysis or burning near the rich
limit @56#. The production of NO as predicted by the U.W. version
of KIVA and experiment@57# extends over a large portion of the
heat release as rich products are leaned out by mixing and cooled
by expansion. This is quite different from older data from natu-
rally aspirated engines with MBT timing and moderate injection
pressure where the products of premixed burning at near stoichio-

metric cause most of the NO produced and where NO production
has leveled off by the time of peak pressure@58#.

Various impinging jet concepts have been used following the
work of Kroeger@59#. The technique can use a raised portion of
the piston or targets attached to the injector@26,60#. The method
creates a cloud of droplets creating better air utilization than by jet
breakup with multihole nozzles. Recent computations@52# indi-
cate that with diesel fuel low levels of particulate and NOx can be
achieved, however the level of UHC could not be computed. One
expects these designs may cause surface wetting at the target area
resulting in high UHC values. Application of the concept to gaso-
line with spark ignition might be similar to the use of spark ig-

Fig. 5 Fuel stratification concepts †55‡.
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nited low cetane fuel@26# where good results were obtained. A
spark plug that creates ignition at the injector which is on the
cylinder axis would likely be good if flame spread over the fuel
cloud can be maintained over the whole range of speeds and
loads. Note that compression ignition aids this process for higher
cetane fuels, but the spread is limited by flame speed for higher
octane~gasoline! fuels. Introduction of a small amount of fuel
followed by ignition during a pause in injection might be helpful.
Again, turbocharging is critical to obtaining good power density.

The application of fuel formulation to the problems of Type 3
engines may offer a solution to the combustion management prob-
lem. Diesel combustion and emissions changes are very small due
to fuels with the same distillation curves, but different chemical
property distributions as a function of volatility@61#. However,
addition of a single pure constituent that puts a spike in the dis-
tillation curve can affect the combustion and emissions@62#. Re-
cent modeling which includes the droplet distillation process in
the spray model shows how such effects can occur@63#. Prefer-
ential vaporization or a low octane blending agent might improve
the characteristics of combustion spread in a late injection DISC
engine but would increase the risk of knock. The concept is so
complex that initial attempts to understand it are probably best
done by modeling.

In the above discussion a few pathways have been suggested,
but no clear path for gasoline engines without NOx after treatment
has been shown. At present the activity is hectic and thus this
lecture, which was written before the August SAE Meeting in San
Diego and is being presented while the ASME sponsored Foun-
dation Conference is in progress, is undoubtedly behind the curve.
However, given the difficulties discussed it is unlikely that any
late breaking discovery will suspend the need for additional R and
D. This lecture thus concludes with some brief remarks about
research needs.

Research Needs
The downsizing of industrial research in the U.S. has been a

subject of many papers and is a source of admiration by some and
desperation by others. While I feel that not enough is being spent
now, the new attempt to focus on results oriented outcomes is a
move in the correct direction. I believe that universities need a
similar reappraisal of their methods and attitudes. It is important
to produce new methods of working with industry which do not
jeopardize basic long-term approaches, but do focus on outcomes.
It is in the best interest of industry to encourage and nurture such
a reappraisal without being arrogant. We all need to learn what we
each do best and respect each other for what we do.

The following research concepts are university~or government
lab! oriented, given my background. Because the topics are nu-
merous and my abilities very limited, I shall limit the suggestions
to just seven broad topic areas in modeling since that topic is the
theme of this ASME ICE Conference. I feel strongly that CFD
modeling has now reached a point where it can be used to explore
optimization of a given design concept in addition to sorting out
various disparate designs. In doing so, the limitations of the mod-
els need to be constantly in mind.

The first suggestion is to define a methodology which allows
optimum designs to be discovered in a systematic way. To do this
one must first start with a definition of the factors and a weighting
of each factor that defines the optimum design. Because so many
factors determine what is defined as optimum it is likely that no
CFD program can include them all. That limitation is important,
but should not stop the process. The point of defining an optimum,
even if it is limited in scope, is to provide a mathematical way to
allow the computer to seek out pathways in the multi-parameter
space. Such computational algorithms are well known and need
not be discussed here. The project is large and would need the
cooperative efforts of a number of groups. A working group on

this effort would also help to define needed code and subgrid
model improvements and their required supporting experimental
programs.

The second suggestion is to apply the Second Law using CFD
to compute the losses in available energy during stratified charge
combustion. This is not a systems approach that has already been
done, but is a look at the details of the process. The point of the
exercise is to better understand in detail where combustion pro-
cesses go wrong.

The third suggestion is to obtain a better basic understanding of
combustion in prevaporized mixtures of fuel, products, and air
which, contain composition gradients and are at temperatures and
pressures typical of engines. This does not imply that vaporization
is unimportant, but simply that one should start with a more man-
ageable problem. Suggestion one~above! deals with sprays, etc.,
at a systems level. The modeling here should incorporate more
detailed chemical kinetics as well as the physical issues typically
included. Some of the work should include direct numerical simu-
lation so that fundamentals can be properly included in the more
empirical models. Again a working group is needed for a multi-
disciplinary approach.

The fourth suggestion is to continue research on modeling the
internal flows within the injector with a focus on the ability to
understand how those flows influence the spray behavior. Experi-
mental evidence@64,65# shows that current models, which use
only velocity and mass flow at the exit of the injector hole~s! as
initial conditions are unable to predict some spray differences due
to internal injector geometry. Such research might also help dis-
covery of new injection control concepts.

The fifth suggestion is to model the processes that cause un-
burned hydrocarbon emissions due to wall wetting in direct injec-
tion engines. The models should include wall temperature and
deposit effects. While avoiding wetting would appear to be the
best strategy, designs which use impacting sprays offer advan-
tages and need to be evaluated.

The sixth suggestion is to use modeling to evaluate the concept
of distributed ignition at the injector tip to see if this would allow
flame spreading that would encapsulate the whole spray from the
very start of injection. Finding the appropriate mechanism for
causing such ignition is an experimental project, but evaluation of
this ‘‘what if’’ concept by modeling could encourage or discour-
age such experimental efforts.

The seventh suggestion is to model the combustion of stoichio-
metric fuel-to-oxygen ratio mixtures which contain very high
amounts of exhaust products. Such mixtures would probably pro-
duce particulates for typical fuels, but may be soot-free for fuels
containing oxygen, such as DME. The study must incorporate
very high temperatures and pressures characteristic of high com-
pression ratios, thus addition experimental work will be needed.
The use of homogeneous compression ignition as well as flame
propagation should be included. In looking at such mixtures it will
be important to include NO measurements and modeling as the
extended Zeldovich mechanism may no longer be adequate.

The above suggested projects are mostly computational, but I
do not wish to end this lecture with the impression that experi-
ments are to be abandoned. I assume that industry will attempt
many engine designs and learn much in the process, however it is
most important that fundamental experiments also be conducted to
determine the correct inputs to the models. It does not take much
perusal of past modeling efforts to see that simple comparisons to
engine-out results can lead to serious conceptual errors.
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Second-Moment Closure Model
for IC Engine Flow Simulation
Using Kiva Code1

The flow and turbulence in an IC engine cylinder were studied using the SSG variant of
the Reynolds stress turbulence closure model. In-cylinder turbulence is characterized by
strong turbulence anisotropy and flow rotation, which aid in air-fuel mixing. It is argued
that solving the differential transport equations for each turbulent stress tensor compo-
nent, as implied by second-moment closures, can better reproduce stress anisotropy and
effects of rotation, than with eddy-viscosity models. Therefore, a Reynolds stress model
that can meet the demands of in-cylinder flows was incorporated into an engine flow
solver. The solver and SSG turbulence model were first successfully tested with two
different validation cases. Finally, simulations were applied to IC-engine like geometries.
The results showed that the Reynolds stress model predicted additional flow structures
and yielded less diffusive profiles than those predicted by an eddy-viscosity model.
@S0742-4795~00!00101-0#

Introduction
The performance, efficiency, and exhaust emissions of recipro-

cating engines are highly dependent on the air-fuel mixing process
inside the combustion cylinder. For direct-injection~DI! engines,
the complexity of the combustion process is further augmented
due to the heterogeneous distribution of the liquid fuel inside the
combustion chamber. Therefore, to increase the performance effi-
ciency and to reduce the pollutant emissions, the air-fuel mixing
process becomes essential to the design of DI engines. One stan-
dard practice is to increase the fluid turbulence, such as geometry-
induced turbulence using bowl-in-piston, to enhance the air-fuel
mixing. Accordingly, a better understanding of the turbulent flow
structure inside the engine cylinder is essential for a better design.

The turbulent flow inside the reciprocating engine has several
characteristics which cannot be described by any conventional
eddy-viscosity turbulence model~EVTM!, such as the two-
equationk-« and k-v models. First, due to complex geometry,
wall effects, and flow rotation, the turbulence is highly aniso-
tropic. Because different stress components respond differently to
these effects and, in particular, to a rapid compression and expan-
sion, exhibiting different degrees of hysteresis, a proper reproduc-
tion of the mixing process requires an accurate modeling of the
space and time evolution of the stress anisotropy tensor. The an-
isotropy of turbulence cannot be accounted for by any currently
available conventional EVTM.

Without modifications, these EVTM also cannot properly ac-
count for flow rotation, which includes swirling and tumbling ef-
fects. Swirling flow is an important design feature for improving
combustion and mixing. In addition, the influence of the cylinder
wall and the flow characteristics of secondary fluid motions and
streamline curvature are all important and need to be resolved by
any turbulence model to correctly reproduce flow physics inside
the engine cylinder.

Therefore, to better understand the physics of turbulent flow
and to improve the engine design, a higher level turbulence model
needs to be explored. Unfortunately, most of today’s industrial

and commercial codes for engine flow simulations use conven-
tional EVTM turbulence models, due to simplicity and robustness.

Beyond the Boussinesq hypothesis, the next level of turbulence
modeling is the Reynolds-stress~second-moment! turbulence
model ~RSTM!. The RSTM is considered to be the natural and
logical level of modeling turbulence within the framework of the
Reynolds averaging approach. It provides the extra turbulent mo-
mentum fluxes from the solution of full transport equations. The
RSTM represents the most comprehensive description for turbu-
lent flows that can be employed for practical computations with
the present generation of computers. The RSTM also naturally
includes effects of anisotropy, streamline curvature, sudden
changes in strain rate, secondary motions, flow rotation, etc.

The purpose of this research is to incorporate, investigate, vali-
date, and modify an advanced RSTM for in-cylinder flowfield
simulations using the KIVA-3 computer code@1#. In this paper,
the performance of a RSTM, namely the SSG model@2#, for simu-
lating turbulence flow inside the cylinder of piston engine like
geometries will be given. One major advantage of using the SSG
model is that no wall distance parameter is needed as with the
LRR model@3,4#. This feature is especially desirable and impor-
tant for the piston engine flow simulation, due to the movement of
the piston over time.

To validate the SSG model using KIVA-3, solutions of fully
developed channel and pipe flows will be given first. These results
were compared with the available experimental and DNS data.
Afterwards, two engine like flows will be studied. The first case is
an axisymmetric direct-injected stratified charge~DISC! engine
with a bowl in the piston, which is used to study the effect of
bowl-in-piston on the in-cylinder flow structure. A teapot geom-
etry for a two-stroke engine with side ports is included as the
second case. These are the baseline cases given for the KIVA-3
code. Finally, a flametube combustor flow case rounds out the
application study. Details of fluid and flow properties, such as
velocity, temperature, Reynolds-stresses, turbulence kinetic en-
ergy, etc. will also be given along with the comparison of the
results among RSTM,k-« model, and experimental data.

The Re-Stress Turbulence Model
In this section, the description of the modeling equations used

in this research is given first. Numerical implementation of these
equations in the KIVA code follows.

1Part of this research was undertaken while the lead author took sabbatical leave
at Delft University of Technology, The Netherlands.
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Modeling Equations. The transport equation for the Rey-
nolds stressesuiũj , written in Cartesian tensor notation, are

]~ r̄uiũj !

]t
1

]~ r̄Ũkui ũj !

]xk
5Pi j 1Di j 1« i j 1F i j , (1)

where the overbar denotes the conventional Reynolds average and
the over-tilde is shorthand for the Favre average~density-
weighted average!. In Eq. ~1!, the productionPi j , diffusion Di j ,
dissipation rate of turbulence kinetic energy« i j , and pressure-
strain redistributionF i j tensors are

Pi j 52S r̄uiũk

]Ũ j

]xk
1 r̄uj ũk

]Ũ i

]xk
D (2)

Di j 5
]

]xk
S m t

sk

]uiũj

]xk
D m t5 r̄Cm

k2

«
(3)

« i j 52
2

3
r̄«d i j d i j 5Kronecker Delta (4)

F i j 5F i j ,11F i j ,21f i j ,w , (5)

wherek5uiũi /2 is the turbulence kinetic energy,« is the dissipa-
tion rate of turbulence kinetic energy, andŨ i is the mean flow
velocity vector.

Using the locally homogeneous approximation, the pressure-
strain redistribution term is usually decomposed into three parts,
as indicated in Eq.~5!. The first term represents the ‘‘slow’’
pressure-strain due to the velocity fluctuations. This term causes
the turbulence to approach an isotropic state by itself. It is also
called the ‘‘return to isotropy’’ term and is normally modeled in
terms of the stress anisotropy tensorai j 5(uiũj /k)2(2/3)d i j and
its first A25ai j aji and/or secondA35ai j ajkaki invariants@5#. A
general nonlinear model can be expressed as

F i j ,152 r̄«FC1ai j 2C1sS aikak j2
1

3
A2d i j D G . (6)

The second term in Eq.~5! represents the ‘‘rapid’’ pressure-strain
due to the interactions between mean strain rate and velocity fluc-
tuations. This term is often referred to as the ‘‘isotropization of
production’’ term. For a linear or quasi-linear expression,F i j ,2
can be written in terms of the mean rate of strainSi j , mean
vorticity V i j , and stress anisotropy tensorai j :

F i j ,25C2Pr̄ai j 1~C3a1C3bA2
1/2!r̄kSi j 1C4r̄kS aikSjk1ajkSik

2
2

3
aklSkld i j D1C5r̄k~aikV jk1ajkV jk!, (7)

where

Si j 5
1

2
S ]Ũ i

]xj
1

]Ũ j

]xi
D , V i j 5

1

2
S ]Ũ i

]xj
2

]Ũ j

]xi
D , P5uiũj

]Ũ i

]xj
.

(8)

The last term in Eq.~5! is the wall-reflection~or pressure-echo!
term due to the effect of solid walls. This term was introduced by
Shir @6#, Launder et al.@3#, and Gibson and Launder@4# to com-
pensate for the noticeable differences in stress anisotropy due to
the presence of a solid wall. In order to introduce the damping
effect with a selective orientation, all models use a function that is
explicitly related to the normal distance from the wall and is not
coordinate-frame invariant. This is obviously a very undesirable
parameter for reciprocating engine flow simulations, since the
computational domain changes constantly in time due to piston
motion.

In 1991, Speziale, Sarkar, and Gatski~SSG! @2# proposed a
quasi-linearF i j ,2 model, in which some of the coefficients are
dependent on the turbulent stress invariants and turbulence pro-

duction. They found that the model satisfies both the homoge-
neous and wall-equilibrium flows without the need to introduce
the wall-reflection correction. The SSG model is used in the cur-
rent research and its modeling coefficients are given in Table 1
along with other correlation constants.

It is noted that in Eq.~3!, the simple isotropic form for the
diffusion is used. Although more elaborate and/or complex mod-
els are available@6–9#, a previous study for flow over the back-
ward facing step indicated that Eq.~3! gives better numerical
stability characteristics@10#.

Equation~4! assumes that the dissipation rate tensor« i j is lo-
cally isotropic. The transport equation for« is

]r̄«

]t
1

]

]xk
~ r̄Ũk«!52S 2

3
C«12C«3D r̄«

]Ũ i

]xi
1

]

]xk
S m t

s«

]«

]xk
D

2 r̄
«

k
~C«1P1C«2«!. (9)

This is the standard«-equation, except for the first term on the
right-hand side. This term accounts for the length scale changes
when there is velocity dilatation@11#. Modeling constants are
given in Table 1.

In Eq. ~9!, as suggested by Speziale et al.@2#, a value ofC«2
51.83 ~as opposed to the more commonly quoted value of 1.92!
should be used for better prediction of the power law decay in
isotropic turbulence~with an exponent of 1.2!. Using the con-
stants stated in Table 1, the von Karman constantk, defined as

k5AACm(C«22C«1)s« @11#, has a value of 0.39~the commonly
accepted value is 0.4!. However, ifC«251.92 is used,k will be
equal to 0.432661.

Numerical Implementation in the KIVA Code. The KIVA
family CFD code@11–13# is an advanced computer program for
the numerical calculation of transient, two and three-dimensional,
chemically reactive fluid flows with sprays using a standard or a
RNG variantk-« model@13,14#. It is primarily written for solving
reciprocating internal combustion engine problems. The numeri-
cal scheme is based on the arbitrary Lagrangian–Eulerian method
with implicit continuous Eulerian modification for low Mach
number flows. The code uses a semi-staggered grid layout, as
opposed to the fully staggered grid arrangement used in the
SIMPLE @15# type method. Velocity components are vertex cen-
tered quantities and all thermodynamic variables are defined at the
cell centers. Governing equations are written for Cartesian coor-
dinates and are discretized using the finite-volume method. For a
cylindrical geometry, a wrapped around grid along with the peri-
odic boundary condition in the azimuthal~y! direction is used. For
details regarding the numerical method used in the KIVA code,
please refer to Amsden et al.@11#. In this section, a description of
how we implement the RSTM in the KIVA code is given.

Using RSTM, the six components of the Reynolds stress are
now available for use in the mean flow calculations. Accordingly,
the momentum equation is now read

]~ r̄Ũ i !

]t
1

]~ r̄Ũ j Ũ i !

]xj
52

]p

]xi
2

]~ r̄uiũj !

]xj
1

]~mx i j !

]xj
(10)

Table 1 Modeling constants

356 Õ Vol. 122, APRIL 2000 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.119. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



x i j 5
]Ũ i

]xj
1

]Ũ j

]xi
2

2

3

]Ũk

]xk
d i j , (11)

where p and m are the fluid pressure and molecular viscosity,
respectively. For clarity, source terms due to sprays and gravity
are not included in Eq.~10!. All other governing equations, such
as species, continuity, and energy equations, are the same as in the
KIVA code, due to the passive influence of turbulence on these
equations.

To preserve the KIVA code structure and hence minimize the
code modification, the Reynolds stresses and« are treated as cell-
centered quantities. However, unlike the scalar thermodynamic
quantities, care must be taken when applying the periodic bound-
ary condition. Since the Re-stress is a second-order tensor, the
following transformation matrix~and its transpose! was used for
the rotation of the Re-stress for periodic boundaries or for the
transformation between cylindrical and Cartesian coordinates for
averaging

F cosu sinu 0

2sinu cosu 0

0 0 1
G , (12)

where u is either the two-dimensional/three-dimensional sector
angle for rotation or the azimuthal angle of the grid location under
consideration.

To maintain the diagonally dominant property and hence en-
hance the stability, source terms, such as the first elementP11 in
the production termPi j in Eq. ~1!, were linearized using the fol-
lowing ‘‘max’’ and ‘‘min’’ functions ~where superscriptn denotes
the cycle/time number!,

P11
n115P11

1 1P11
2
•~u1ũ1!n11, (13)

whereP11
1 is a strictly positive quantity andP11

2 is a strictly nega-
tive quantity, and are defined as@16#

P11
1 5max~P11

n ,0! and P11
2 5

min~P11
n ,0!

~u1ũ1!n
. (14)

All other source terms in Eq.~1! are linearized accordingly. Lin-
earization of the source terms in the«-equation stays the same as
in the original KIVA code.

Since no convection terms are involved in the Lagrangian phase
B KIVA code calculation and the above source linearization pro-
cedure is used, the six equations of~1! are decoupled. However,
these equations are still coupled through the periodic condition in
the azimuthal direction due to Eq.~12!. To maintain a time accu-
rate solution, they should be solved simultaneously and were
solved using the conjugate residual iterative method@17#.

To calculate the cell face~face-centered! normal velocities for
the Lagrangian phase~phase B! cell volume changes and fluxing
volumes in phase C, accelerations due to the thermodynamic and
turbulence pressuresp and (2/3)r̄k were used in the KIVA code.
This procedure has been found to reduce the checkerboarding ef-
fect in the pressure field due to the semi-staggered grid arrange-
ment @12#. During the course of this research, through numerical
experiments using pipe flow, only the thermodynamic pressure
was included in the calculation of the face-centered normal ve-
locities.

To increase the numerical stability further, the diffusion term in
the momentum Eq.~10!, was rearranged according to the follow-
ing expression@18#

]~mx i j !

]xj
5F]~mex i j !

]xj
Gn11

2F]~m tx i j !

]xj
Gn

, (15)

where the effective viscosityme is the sum of the eddy and the
molecular viscosities,me5m t1m.

Since Eq.~1! are only valid for high-Re flow, wall functions
were used for boundary conditions at the wall. This eliminates the
necessity of very fine grids to resolve the flow features near the
solid wall, which might become too expensive for the engine flow
simulations. However, it is imperative that, when using the wall
functions with RSTM, only the logarithmic wall functions should
be used, irrespective of whether the first grid point next to the wall
is located inside or outside the viscous sublayer. For multidimen-
sional unsteady flows, implementation of the wall functions is
crucial.

In the KIVA code, the wall function for the momentum equa-
tions is implemented in such a way that, for a control volume next
to the solid wall, the control surface lies on the solid wall has
contribution of shear stress~and hence wall friction! due to turbu-
lence. This wall friction~obtained using a wall function! is then
used to construct a momentum equation based on Newton’s sec-
ond law locally to obtain the time rate change of the fluid momen-
tum. Contributions of momentum change due to friction are then
added to the momentum equation for the calculation of velocities
in phase A. A similar approach is used for the energy equation.
This approach is considered appropriate for the multidimensional
unsteady flow simulation with RSTM. Lien et al.@19# used Di-
richlet conditions for nonzero stress components based on wall
functions. Although their method is promising, the coefficients in
their formulas are problem/model dependent. As a result, more
studies are needed for multidimensional unsteady flows.

As in the KIVA code, diffusion fluxes on the solid walls are
approximately zero, and

«5
cm

3/4

k

k3/2

yn
, yn[normal distance to the wall (16)

is used directly to calculate the value of« next to the walls, even
if this formula is only valid under wall-equilibrium conditions.

Code Validations
To validate the Re-stress model described using KIVA-3, a

fully developed plane channel flow and a fully developed axisym-
metric pipe flow were used. These results were compared with the
available experimental and DNS data.

The Channel Flow. The first validation case is the plane
channel flow due to its simple geometry. The channel flow con-
sidered has a channel half-width of 2.5 cm and is 1 cm long. Air
enters the channel inlet with a uniform flow velocity of 463.16
cm/s, density of 1.1774 kg/m3, and temperature of 300 K. This
will yield a Re number of 13,750 based on the channel height and
average velocity. An ambient pressure of 1 atm is specified at the
outlet.

A numerical solution was obtained using a uniform grid with 25
computational cells across the channel half-width and 10 cells in
the main flow direction. Although a denser grid~50 cells by 20
cells! was also used, the results are similar to those shown in Fig.
1. Computation was carried out using a periodic condition with
volumetric flow rate correction between inlet and outlet until the
flow fully developed. The volumetric flow rate correction is to
assure that, when fully developed, the flow Re number is main-
tained at 13,750. This procedure proves to work well for this
incompressible flow problem using a compressible flow code,
such as the KIVA code.

Figure 1 shows the fully developed plane channel flow result.
In this figure, the DNS data@20# are also included for comparison.
Agreement is excellent. As can be seen in this figure, the wall
damping effect produces a smaller normal wall component of the
Reynolds normal stress (u8u8) than the tangential component
~n8n8! and is well predicted by the model. This shows that the
SSG model is able to capture the anisotropy of this flow. The
linearity of the Reynolds shear stress (u8n8) and the turbulent
boundary layer profile~u1 versusy1! are also well resolved. It is
noted that in similar studies, reported by Lebrere et al.@21,22#, a
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LRR model with and without wall-echo terms were used. Their
results showed that the linearity of the Reynolds shear stress
across the channel was not resolved.

The Pipe Flow. Validation for a Cartesian based CFD code
requires the assessment of an axisymmetric pipe flow or similar
geometry. The pipe flow considered has a radius of 2.5 cm and is
3 cm long. Air enters the pipe with a uniform flow velocity of
1347.4 cm/s, density of 1.1774 kg/m3, and temperature of 300 K.
This will yield a Re number of 40,000 based on the pipe diameter.
At the outlet, an ambient pressure of 1 atm is specified.

There were 40 computational cells in the radial direction and 30
cells in the axial direction. The grid is slightly stretched in the
radial direction using a two-sided stretching function@23#, to bet-
ter resolve the flow near the pipe wall and centerline. Again, com-
putation was carried out using the periodic condition with volu-
metric flow rate correction between inlet and outlet. A denser grid
was also used and the results are similar to those shown in Fig. 2.

Figure 2 shows the fully developed axisymmetric pipe flow
result. In this figure, the experimental data of Laufer@24# are also
included for comparison. Agreement is excellent. The linearity of
the Reynolds shear stress and the turbulent boundary layer profile
~uz

1 versusr 1! are also well resolved.

Code Application to IC-Engines
The SSG RSTM is now applied to several IC-engine applica-

tions. These applications include two of the example problems
from KIVA-3. The model is also applied to a flametube combus-
tor. Calculations were obtained for both thek-« and RSTM mod-
els for purposes of comparison.

DISC Engine. The first example is of a DISC engine cham-
ber whose two-dimensional computational domain at260°
ATDC is displayed in Fig. 3. The chamber has a bore of 9.843 cm

and a stroke of 9.55 cm. A chamfered bowl is located in the
piston, and its cavity depth is 3.3 cm. The piston is located at 90°
ATDC when the calculation starts. At this time, the fluid inside
the cylinder has the composition of pure stagnant air, which is
composed of 22 percent of O2, 76.5 percent of N2, 1 percent of
CO2, and 0.5 percent of water vapor, at 400 K with a Bessel
function swirl profile.

During the compression stroke, 11.6 mg of liquid gasoline in
the form of a hollow cone spray is injected into the cylinder from
an injector with a single half sine wave pulse, located close to the
cylinder head axis. The injection begins at252° ATDC and has a
duration of 12.672°. Figure 4 shows thek-« and RSTM flowfield
results at230° ATDC, shortly before ignition.

The fuel-air mixture is subsequently spark-ignited at227°
ATDC. Although not shown here, the premixed fuel vapor begins
to burn at about224° ATDC, the burning rate becomes rapid
after220° ATDC, and the temperature and pressure increase dra-
matically. Drastic differences between RSTM andk-« model re-
sults can be observed from the figures. The magnitude of the eddy
viscosity is overpredicted by thek-« model, which is expected
since thek-« model typically overpredictsm t . This can be seen in
Fig. 4 for the effective viscosity and fork. Because of the smaller
eddy viscosity, the RSTM results tend to show more distinct and
localized profiles of temperature, effective viscosity, andk. For
example, the cooler region corresponding to the fuel spray at
230° ATDC is smaller and less diffuse for the RSTM model. In
addition, the RSTM is able to perceive the spray in the dissipation
rate and effective viscosity. Distinctive profiles also exist at later
angles as in Fig. 5, which is focused only on the bowl region.
Here the high temperature combustion gases are confined near the
center of the bowl while several squish-induced circulation re-
gions dominate the RSTM velocity profile. Highly diffusive varia-
tions in k are seen from thek-« results while only a well defined

Fig. 1 Channel flow results
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structure appears from the RSTM. As shown, the anisotropic na-
ture of the flowfield is resolved only by the RSTM.

Teapot Geometry. The second application example is of a
teapot combustion cylinder for a two-stroke engine. Highlighting
the ports, the flat head, and the flat piston face, the computational
grid of this geometry is shown in Fig. 6. This example is used to
display robustness for solving cases where the moving piston cov-
ers or reveals intake and exhaust ports. Cold flow calculations
begin at-180° crank angle, and thek-« and RSTM show similar
results through the compression stroke and on into the power
stroke. However, recirculation regions which form around190°
are located in different regions as shown in Fig. 7 at1120°

Fig. 2 Pipe flow results

Fig. 3 DISC case computational mesh
Fig. 4 Turbulence kinetic energy and effective viscosity at
À30° ATDC
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ATDC. This difference continues beyond the crank angle of 150°
probably because of the anisotropy produced in the rapid expan-
sion process.

LPP Flametube. The RSTM was also applied to propane-air
combustion in a lean, premixed, prevaporized~LPP! flametube
@25#. A study has been recently performed by Kundu et al.@26#
with the k-« model and with a reduced reaction mechanism~23
kinetic reactions with 16 species! to simulate the combustion and
to evaluate NOx emissions. The computational region displayed
in Fig. 8 is 43 cm long and 10.2 cm in diameter. It includes the
combustion zone, the flame holder, and a 10 cm length of the

prevaporization/premixing zone. To reduce the domain into an
axisymmetric model, the holes of the actual flame holder were
approximated by several concentric rings. Therefore, only 4434
cells were required for a two-dimensional radial mesh. An inlet
velocity of 2500 cm/s and temperature of 800 K were specified in
addition to an equivalence ratio of 0.8. Since the KIVA code is
designed for unsteady flow simulations, the results are constantly
monitored over at least every 2000 iterations to ensure a con-
verged solution.

The results show differences between the RSTM andk-« mod-
els in terms of the velocity profile and NOx emission index. Re-
sults from thek-« model in Fig. 9 indicate a similar velocity
profile exiting from each radial flameholder ring as well as a
slightly overestimated NOx emission index. In contrast, the
RSTM results in Fig. 10 show unique velocity profiles down-
stream of each flameholder ring. These unique profiles permit
recirculation regions near the holder which draw hotter combus-
tion gases upstream. As a result, two regions of higher NOx for-
mation stretch upstream to the flameholder. This shows that the
RSTM is sensitive to the relative flow passage area of the rings,
which increases in the radial direction. Emission index values
agree better with experimental values along the flametube center-
line.

Conclusions
In this study, the SSG Reynolds-stress turbulence model was

implemented within the KIVA-3 code. The descriptions of imple-
menting the RSTM into the KIVA code were given to guide in-
terested users. Several validation and application cases were per-
formed to ascertain the SSG performance and to compare it with
thek-« model and the experimental data~LPP case!. Placed within
the structure of the KIVA code, the SSG RSTM can successfully
reproduce standard turbulent flow test cases which can include
planar and axisymmetric flows. This provides confidence in ap-
plying the RSTM to IC-engine type cases. In these cases, the

Fig. 5 Temperature and velocity at TDC

Fig. 6 Computational grid of teapot geometry À180° ATDC

Fig. 7 Velocity profiles at ¿120° ATDC
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Fig. 8 Combustor computational mesh and flameholder

Fig. 9 Velocity and NOx emission index for kÀ« model
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RSTM produces results which differ from thek-« model in terms
of turbulence kinetic energy and dissipation magnitudes. This re-
sults in profiles which are less diffusive and can reveal anomalies
such as sprays. The RSTM often captures additional recirculation
structures which thek-« model ignores. In a recent study by Yang
et al. @27# on a LDI ~lean-direct-injection! combustor, the RSTM
outperforms thek-« model, when compared with the experimen-
tal data. Further conclusions on the RSTM will be obtained in the
future once it is compared with experimental results from IC-
engine tests.
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Nomenclature

Variables

A 5 invariant
a 5 anisotropy tensor
C 5 modeling constant
D 5 diffusion terms
k 5 turbulence kinetic energy
P 5 production terms
p 5 pressure
r 5 coordinate
S 5 strain rate
U 5 averaged velocity
u 5 fluctuating velocity

x 5 coordinate
« 5 dissipation
u 5 rotation angle
k 5 von Karman constant
m 5 viscosity
r 5 density
s 5 Prandtl number
F 5 pressure-strain terms
x 5 mean flow strain rate tensor
V 5 mean vorticity

Subscripts

e 5 effective
k 5 turbulence energy
n 5 normal
t 5 turbulent
z 5 coordinate
« 5 turbulence dissipation
m 5 viscosity

Superscript

n 5 time level
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The subject under investigation is very important to the gas
turbine industry, and the derivation of a correlation for the oil
chamber wall heat transfer coefficient is long past overdue. The
complexity, however, is that the correlation needs to represent the
two-phase flow regime~liquid oil 1 air! along the chamber wall
which changes with engine operating conditions. Therefore, the
proposed correlation in this paper requires further validation in
order to delineate the effect of two-phase flow regime. Would the
authors comment on why the definition of the Reynolds number
~Eq. ~12!! is not based on local tangential velocity (ns3r s) but
rather a pseudo tangential velocity based on circumference (ns
32pr s). Also, if the chamber circumference isU5pDh , why
are the Reynolds numbers of Eqs.~15! and ~16! written without
the p?

1Busam, S., Glahn, A., and Wittig, S., 2000, ASME JOURNAL OF ENGINEERING
FOR GAS TURBINES AND POWER, 122, No. 2, pp. 314–320.
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Geometry’ ’’ †ASME J. Eng. Gas
Turbines Power, 122, No. 2, p. 366‡

S. Busam
Lehrstuhl und Institut fu¨r Thermische,
Strömungsmaschinen, Universita¨t Karlsruhe~T.H.!,
Kaiserstr. 12, 76128 Karlsruhe, Germany

The authors appreciate Dr. Mirzamoghadam’s comments and
like to thank him for his interest in this work. The subject of
two-phase flows in bearing chambers is indeed very complex.

However, considering steady-state operation at various engine
thrust settings, flow visualization studies as well as oil film veloc-
ity and thickness measurements along the internal bearing cham-
ber housing walls have shown that flow regimes at the chamber
walls do not change fundamentally over the flight envelope. Al-
though it has been recognized for typical engine speeds that the
gas liquid interface, i.e., the film surface, turns into a foamy air/oil
layer, it has also been shown by oil film profile measurements
@1,2# that the time-averaged flow behavior can be described even
for highest speeds by analytical methods. In combination with
core flow velocity information and local mass balances for the oil
film, these methods can be applied to calculate heat transfer coef-
ficients along the circumference of the internal housing wall. The
present paper, however, deals with spatially averaged internal
bearing compartment heat transfer. Based on our flow and heat
transfer investigations at relevant engine conditions, we believe
that the main drivers for this circumstance are the rotational
speed, the flow rates, and geometrical boundary conditions.
Therefore, the correlation, which aims at providing easy-to-use
system-level information for calculating heat transfer to the oil,
has been derived as a function of the appropriate non-dimensional
quantities. Relative to the effect of rotational speeds on the heat
transfer, a common definition of a gap Reynolds number, based on
the rim speed of the shaft (CS5vSr S52pnSr S), has been used.
All Reynolds numbers were based on the hydraulic diameter and
not—as interpreted by Dr. Mirzamoghadam—on the chamber
circumference.
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